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ABSTRACT

There are many databases of game records available online.
In order to retrieve a game state from such a database, users
usually need to specify the target state in a domain-specific
language, which may be difficult to learn for novice users.
In this work, we propose a search system that allows users
to retrieve game states from a game record database by us-
ing keywords. In our approach, we first train a neural net-
work model for symbol grounding using a small number of
pairs of a game state and a commentary on it. We then
apply it to all the states in the database to associate each
of them with characteristic terms and their scores. The en-
hanced database thus enables users to search for a state us-
ing keywords. To evaluate the performance of the proposed
method, we conducted experiments of game state retrieval
using game records of Shogi (Japanese chess) with commen-
taries. The results demonstrate that our approach gives sig-
nificantly better results than full-text search and an LSTM
language model.
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1 INTRODUCTION
Recently, the increasing amounts of nonlinguistic data are
raising the demands for nonlinguistic information retrieval.
As the interface of such retrieval systems, natural language
is potentially very useful because it would save users from
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learning (often complex) formats of search queries. Cur-
rently, however, retrieval systems that accept natural lan-
guage queries for nonlinguistic data are available only for a
few domains such as images [4] and videos [13].

One example of nonlinguistic data is stock charts. A stock
trader may want to search for a stock chart similar to his
current situation in order to predict what will happen next.
Another example is records of games. A chess player may
want to practice by using past game records for reference.
Building a natural language-based search system for such
nonlinguistic data is viable if all of the data are already as-
sociated with textual descriptions such as commentaries or
tags. Such textual descriptions are, however, often not avail-
able nor suitable to be matched with the queries directly.

To address this problem, we propose a novel approach
for building a retrieval system for nonlinguistic data that
accepts keyword queries. Our method assumes that there
are some amount of game records that are annotated with
human-generated commentaries. By using such data, we
train a neural network-based symbol grounding model that
can associate each of the entries in the database with terms
(i.e. words or phrases) that characterize it.

In this work, we use Shogi (Japanese chess) as a test-bed
for our proposed approach. This is primarily because some
of the game records of professional players are available with
commentaries, which allows us to carry out nontrivial experi-
ments. Also, the search functionality for game states in Shogi
is useful in its own right. It, for example, allows learners to
find game records of a specific opening that they want to
study or helps professional players write a book about par-
ticular defensive configurations (castles) or strategies. Our
work saves them from learning system-specific state nota-
tions to be matched with game states. Moreover, our method
can naturally cover the states that are not annotated with
human-generated comments. We can therefore even search
the rapidly growing collection of game records made by com-
puter Shogi programs.

2 RELATED WORK
There are attempts at generating sentences for images [15,
17]. Those methods allow one to build a keyword-based
search system by using the sentences generated automati-
cally. In such studies the natural language annotations for
training the model are usually provided by crowdsourcing.
By contrast, we use spontaneous commentaries made by ex-
perts for game fans. The symbol grounding in our setting
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is therefore more difficult since the commentaries include
statements that are not directly relevant to the game states.

As for game state retrieval, the standard method requires
the user to specify the whole (or parts) of the target state
as a query. Yokoyama and Hiraga [18] and Viriyayudhakorn
et al. [16] proposed such systems for Shogi. Their systems
are useful if the users can specify the states they want. Gan-
guly et al. [1] have proposed a more sophisticated state-
based search method for chess. Their method, taking chess
rules into account, enables users to search for similar chess
states. In contrast to their system, we train a symbol ground-
ing model to associate game states with their characteristic
terms. With our method, users can search for typical piece
formations including variations of a strategy or a castle even
if they do not remember the precise formation of the pieces.

3 GAME AND COMMENTARY

Shogi is a two-player board game similar to chess, where the
goal of each player is to capture the opponent’s king. In
addition to six kinds of chess-like pieces with similar moves,
Shogi has three more kinds of pieces: gold, silver, and lance.
The biggest difference from chess is that a player can place
a captured piece back on the board as one of his own.

High-profile Shogimatches are usually broadcast with com-
mentaries made by experts, who explain the reasoning be-
hind moves, evaluate the current state, and suggest proba-
ble moves. These commentaries are made available with the
corresponding game states, which allowed us to obtain many
pairs of game states and commentary sentences [6].

Commentaries contain many domain-specific expressions
(words or multi-word expressions), most of which are named
entities (NEs) [10, 12]. Shogi players are familiar with these
expressions (e.g. King’s gambit and Ruy Lopez in the chess
case) and category names (e.g. opening).

To facilitate symbol grounding, we have adopted the pub-
licly available game commentary corpus [6]. In the corpus,
words denoting a strategy (St) or a castle (Ca) in 1,777 sen-
tences are annotated with BIO tags similar to the general
NE [8]. We call them Shogi NEs (s-NE for short).

4 PROPOSED METHOD

The key idea of our approach is to build a model to associate
new (i.e. unknown) states with s-NEs and their pribabilities.

4.1 Preprocessing of Commentaries

Before symbol grounding, we segment commentaries into
words by a publicly available tool [7]. which we adapted
to the Shogi domain by the Shogi corpus [6] 1. Then we
recognize s-NEs by an automatic s-NE recognizer [9], which
we trained by the Shogi corpus. Its accuracy is about 90%.
This results in pairs of a game state and a set of s-NEs.

1Japanese does not have clear word boundaries.

This position is similar to cheerful 
central rook vs. Maruyama-vaccine.!

Cheerful central rook/St: 1  0!
Maruyama-vaccine/St: 0  1!

Fortress/Ca: 0  0!
           !

Word segmentation and!
named entity recognition	

State features	

Neural network	

ゴキゲン中飛車対丸山ワクチンに似
た形。 

a	  
b	  
c	  
d	  
e	  
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h	  
i	  

…

Commentary	

Game!
state	

Figure 1: Translating states and commentries into
vectors. This commentary has two s-NEs, then two
one-hot vectors are generated.

Figure 2: A search example with a query “Cheerful
central rook.” State 2 is more relevant than state 1.

4.2 Training the Symbol Grounding
Module

Now we have pairs of a game state and a set of s-NEs. Then
we make a one-hot vector for each s-NE in the set. Figure 1
shows two one-hot vectors in the bottom right box. Let yn

be an one-hot vector. Next, we translate a state associated
with yn into a state feature vector xn. As the features we
adopt those used in an existing computer Shogi program [14].
These features include the values of pieces and the positional
relationships of two pieces. Some are real-valued and the
others are real-valued. The three units on the top right of
Figure 1 correspond to each element of the vector.

Now we have many pairs of yn and xn to train the sym-
bol grounding module, which is based on a multi-layer feed-
forward network. The loss function is the cross-entropy (CE)
defined as follows:

CE = −
N∑

n=1

K∑
k=1

yn,k log fk(xn),

where K is the dimension of the one-hot vector yn, and N
is the batch size of the training data. We use the softmax
function for the output layer. When xn is input, fk(xn)
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means k-th s-NE’s probability of the output and yn,k means
whether k-th s-NE is in the set or not.

4.3 Searching
Once we have built the symbol grounding module based on
a DNN, we use it to enumerate s-NEs, i.e. characteristic
terms, with their probabilities associated to the given new
state. The probability of the i-th characteristic term (i-th
s-NE) is sn,i = fi(xn). We perform the above process for all
the states in the game record database.

Now we have a database of game states and their proba-
bility vector sn as shown in Figure 2. Given a characteristic
term as the search query to be matched with the i-th s-NE,
our method enumerates the states in descending order of sn,i.
For example, as Figure 2 shows, given “Cheerful central rook”
as the query, our method returns the states in descending
order of the underlined probabilities.

5 EXPERIMENTAL EVALUATION
5.1 Experimental Settings
For DNN training we extracted pairs of a state and a com-
mentary from records of real professional matches. We ran
our s-NE recognizer and obtained 314 s-NE types. We filter
commentaries with the condition that they include one or
more s-NEs. As a result we obtained 4,645 pairs of a state
and the one-hot vector for training.

Our DNN consists of 5 layers. The dimension of a state
feature vector xn is 136,045, and each hidden layer has 300
units. On the third layer, dropout [11] is applied (ratio =
0.5). The dimension of the vector yn is 314, which is equal
to the number of s-NE types found in the corpus. We trained
the DNN for 100 epochs with the batch size set to 100. We
used Adam [5] for optimization. As the activate function,
we have adopted ReLU [2].

5.2 Experiment and Result

5.2.1 First Experiment. As the state database for the first
retrieval test, we prepared 997 matches consisting of 110,962
states, and associated them with characteristic terms by the
symbol grounding module. As search queries we selected
the five most frequent characteristic terms in the training
commentaries for both castles and strategies.

We retrieved the 20 most relevant states for each query
by our method and evaluated them with the Shogi dataset
[6]. This dataset includes some annotations on relation eval-
uation between a state and s-NE. The evaluations were con-
ducted according to the following choices by 3 Shogi fans.

Y: Yes, the state is called so.
F: Not yet. But a player is clearly aiming at it.
N: No, the state is not called so.
M: It is impossible to decide.

Thus the number of evaluations is 600 (= (5 + 5)× 20× 3).
We use a full-text search method as the baseline. 33.1%

(= 36,783/110,962) of the states for the tests have human-
generated commentaries. We search for the term of each
query in the full text of these commentaries, and select 20
states sampled at random among them. Note that the base-
line method can only retrieve states with commentaries, while
our method does not suffer from such a limitation.

Table 1: Relevance of the retrieved states to the
queries.

Proposed method Full-text search
Category Query Y F N M Y F N M

Bear-in-the-hole 30 3 17 10 18 9 6 27
Fortress 27 11 15 7 11 16 15 18

Castle Silver crown 13 2 38 7 18 12 24 6
Cape castle 60 0 0 0 22 14 17 7
Left-cape castle 23 17 3 17 8 9 21 22

Subtotal 153 33 73 41 77 60 83 80
62.0% 38.0% 45.7% 54.3%

Ranging rook 58 0 1 1 41 2 10 7
Static rook 43 2 10 5 50 0 0 10

Strategy Central rook 54 5 0 1 27 4 14 15
Fourth-file rook 58 0 2 0 42 0 14 4
Climbing silver 38 0 21 1 29 8 9 14

Subtotal 251 7 34 8 189 14 47 50
86.0% 14.0% 67.7% 32.2%

Total 404 40 107 49 266 74 130 130
74.0% 26.0% 56.7% 43.3%

Figure 3: Positive examples. These positions repre-
sent the strategies, “Fortress” and “Bear-in-the-hole.”

5.2.2 First Experimental Result. Because users usually want
to retrieve states that can be or will be matched with the
query, we regard Y and F as correct. The others are regarded
as incorrect. The results are shown in Table 1.

We see that 74.0% of the states retrieved by the proposed
method are correct, which is much higher than 56.7% of
those of full-text search. One reason for the low performance
of the baseline is that the query does not always match the
meaning of the sentence. An example is “The player should
not select Cape castle” (evaluation: N, M, N). The state as-
sociated with this sentence should not become a position of
“Cape castle.” Our method, on the other hand, does not suf-
fer from such fake relations because they are not so frequent
in the data. In addition, our method performs better than
the baseline in terms of the coverage, because the baseline
method cannot search for the states without commentaries.
These are the reasons why our method performs better.

Figure 3 shows results of the proposed method. The state
on the left side is the typical castle of “fortress” (evaluation:
Y, Y, Y). The positions enclosed in bold lines characterize
the “fortress.” The state on the right side is a state before the
construction of the “bear-in-the-hole” castle. The bear (king)
at 8h has not entered in the hole (9i) yet, but Black is clearly
aiming to make that castle (evaluation: F, F, Y).

5.2.3 Second Experiment. We also conducted a retrieval
experiment with a short-sentence query. Our method needs
keywords as queries; thus, the sentences, corresponding to
these queries, are converted into keywords by word segmen-
tation and s-NE recognition. When the sentence has one
or more s-NEs, we define that the score of the state is the
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This position is similar to cheerful 
central rook vs. Maruyama-vaccine.!

ゴキゲン中飛車対丸山ワクチンに似
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Game!
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…..	
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(cheerful)	

Figure 4: Training of the LSTM. This model aims
to reproduce an original commentary from the state
features with conditional probability.

Table 2: Comparison of the proposed method and
baseline in the second experiment.

Proposed method LSTM-model Chance rate

MRR 0.13944 0.07155 0.02124

product of the output probabilities of all s-NE queries, and
rank states according to the scores.

We prepared 295 (=M) states with corresponding com-
mentaries. We try to find the prepared state by using the
commentary as a query. Naturally, when searching for states,
we do not use correspondence information between the com-
mentary and the state. As the evaluation method, we use
the mean reciprocal rank MRR = 1

M

∑M
m=1

1
rm

, where rm
is the rank of the corresponding state of the m-th query. We
conducted experiments on all sentences and calculated it.

We train an LSTM language model [3], which is widely
used for text generation from images, as a baseline method
with the same dataset as the proposed method (Figure 4).
An LSTM can map from a feature vector to the associated
commentary with its probability, and rank the states with
the conditional probability of the sentence-query given an
input state feature vector. The hidden layer has 300 units.
The dimension of the output layer is 7,776, which is equal to
the number of word types in the corpus. Other settings are
the same as the proposed method.

5.2.4 Second Experimental Result. Table 2 shows the re-
sult of the second experiment. The size of the test data is
295 (=M). The chance rate of MRR, which selects a state

at random, is 0.02124 = 1
295

∑295
m=1

1
m
. This result shows

that the proposed method is superior to the baseline LSTM
model and chance rate.

These results demonstrate our system enables the game
state search by keywords queries with our symbol grounding
module, which successfully captures characteristics of strate-
gies or castles.

6 CONCLUSION
In this paper, we have presented a search method for nonlin-
guistic data with keyword queries, taking game states as a
concrete example. Our method first associates game states
with characteristic terms by a DNN-based symbol ground-
ing module trained on a small number of pairs of a state and

human-generated commentaries. Given keyword queries, our
method enumerates the states that are associated with the
queries. Thus our method can retrieve states even if they do
not have any commentaries. The experimental results show
that our method considerably outperforms the text-based
and a simple LSTM model.

Our method uses a domain-specific feature design and a
term recognizer. Future work includes the application of this
framework to other nonlinguistic data, such as stock charts
and medical data.
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