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ABSTRACT It is an important activity for our society to create new value by combining materials. From
daily cooking to industrial manufacturing, procedural texts describe the way to do it allowing readers
to reproduce procedures for these activities. As pointed by some previous studies for natural language
understanding, one important property of the procedural text is its context dependency, which is the merging
operations of materials and can be represented by a graph or tree structure. This paper aims to investigate
the impact of explicitly introducing such a structure on the vision and language task of procedural text
generation from an image sequence. To this end, we propose (1) a new dataset, which extends a definition
of a tree structure merging tree to a vision and language version and (2) a novel structure-aware procedural
text generation model, which learns the context dependency efficiently. Experimental results show that the
proposed method can boost the performance of traditional versatile methods.

INDEX TERMS Natural language processing, text generation, procedural text, vision and language

. INTRODUCTION

An archive of procedural texts, which have been written in
the same abstraction level to human understanding, is an
accumulation of wisdom in our practice. It is an ambitious
challenge to obtain such an abstract representation of prac-
tical knowledge from low-level visual observation. As one
of the tasks to this goal, procedural text generation from
an image sequence [1]], [2] has been proposed to investi-
gate machine’s capabilities in human-like understanding of
instructional visual stories. This task is rising in popularity
due to its goal-oriented property; the models must generate
coherent sentences.

To generate coherent sentences, we assume that the model
must preserve context dependency, which is the global de-
pendency of actions and involved materials to a single final
product. Previous work to generate a procedural text from an
image sequence [1]], [2]] thoroughly focused on representing
the global context in an image sequence, but it is not yet
reached in capturing the context dependency explicitly. In
terms of natural language understanding, some studies have
represented the context dependency of a procedural text as
a graph or tree structure [3[|-[5]], which leads the models to
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reason about the path to the goal.

Inspired by these ideas, we aim to represent the context
dependency in an image sequence as a structure and intro-
duce it into the text generation models explicitly, allowing
the models to generate coherent sentences. To this end, we
propose (1) a new dataset, which extends the above proposed
structure definition to a vision and language version and (2)
a novel structure-aware procedural text generation model,
which learns the context dependency efficiently.

Among the structure definitions proposed in previous stud-
ies, we refer to the Simplified Ingredient Merging Map in
Recipes (SIMMR) dataset [3]], which consists of procedural
texts (recipes) and its structure, a “merging tree.” A merging
tree is a tree structure describing the path through which
materials are merged into a single final product. We adopt
this structure because it is minimal but can fully express the
context dependency for a procedural text generation task. As
mentioned above, SIMMR is annotated to a dataset without
visual data. Thus, to provide a vision and language version,
we extend SIMMR to a new dataset called visual SIMMR
(vSIMMR), where each merging tree is annotated to an
image sequence in a subset of the traditional world-largest
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Using this dataset, we propose a structure-aware procedu-
ral text generation model that gains the global coherency by
explicitly predicting a merging tree. Additionally, based on
the intuition that the content of the instructions should be
identical regardless of the representation modality, we add a
tree re-prediction module to facilitate the generated procedu-
ral texts to be more coherent by preserving the merging tree
structure.

We tested the proposed method on the task of generating
cooking recipes using a variety of traditional procedural text
generation models. The experimental results show that the
proposed method can lead the base models to generate more
coherent recipes in a versatile manner. Human evaluation and
qualitative analysis support the impact of an increase in the
metrics from the perspective of the human senses.

Il. RELATED WORK

We discuss the proposed vSIMMR dataset by comparing
with other datasets in[[I-AJand[[I-B] We also show the novelty
of the proposed method, introducing the other procedural text
generation models in[[T-C|

A. HOW-TO DATASETS FOR VISION AND LANGUAGE

How-to datasets consisting of procedural texts with visual
observations are rising in popularity for learning processes of
complex tasks [[12]-[[14]. Among them, the cooking domain
has been targeted by several researchers, and our proposed
dataset, vSIMMR is also constructed in this domain. In Table
[T} we compare the vSIMMR dataset with other cross-modal
recipe datasets from multiple perspectives. To analyze the
processes of food preparation, there are roughly two possible
visual information resources: videos and image sequences.

Cooking videos are a natural input that involves observa-
tion of food states. Zhou et al. [8]] developed the YouCook?2
dataset, which consists of 2,000 YouTube videos for 89
recipes. The EPIC-Kitchens dataset [[7] and Breakfast dataset
[6] are large-scale cooking video datasets, but recipe texts
are not attached with videos. Although cooking videos have
an advantage in its observation of a continuous food-state
transition, the number of cooking observations is limited.
Hence, it suffers from a shortage of recipes covered in the
training data.

Image sequences are an alternative way to observe food
states, and the number of covered recipes tends to be much
larger than that of video datasets. Recipe QA [9] is a re-
cent dataset for cross-modal QA tasks. In [1]], data from
the same web site are used for a recipe generation task.
Among this kind of dataset, the Cookpad Image Dataset [|10]
is the world’s largest dataset, which contains 1.7M recipes
and (optional) image sequences. In addition, it is the only
cross-modal dataset with an ingredient list, and our vSIMMR
dataset is based on the Cookpad Image Dataset.

'We are going to release our dataset for research purpose publicly.

B. STRUCTURE ESTIMATION FOR CONTEXT
DEPENDENCY

In the 1980’s, Momouchi [15] proposed PT (Procedural
Text)-chart, which represents an entire workflow of actions
and materials as the Backus-Naur form. This work is pioneer
research to convert procedural texts into graphical representa-
tions. Recently, recipes have also been targeted in this field,
and Kiddon er al. [4] proposed an unsupervised method to
estimate a graph structure, called an action graph from a
recipe text. An action graph is also used in the challenging
visual reference resolution task described in [[16]], [[17]]. Mori
et al. 3] provided a recipe flow graph dataset, which is a fine-
structured machine-readable recipe representation. Jermsura-
wong and Nizar [3] have proposed the SIMMR dataset,
which provides a merging tree, a tree structure tracking the
ingredient merging operations.

Although the above work has focused on parsing text-only
recipes, little work has not addressed cross-modal analysis
due to limited available datasets. Pan et al. [11] recently
created a novel cross-modal dataset, MM-ReS dataset. This
dataset consists of recipes, image sequences, and annotated
tree structures, allowing us to analyze the cause-and-effect
relations between step texts and images in the recipe and
image sequence.

Our proposed dataset vSIMMR can be seen as a simple
extension of the MM-ReS dataset by connecting images not
only with step texts but also with ingredients, while their
work connects images only with a recipe. This difference
allows us to further investigate cause-and-effect relations
between the ingredients and images. Therefore, our dataset
vSIMMR can be said as the only cross-modal dataset with
recipes, ingredient lists, tree structures, and image sequences
as shown in Table 1l

C. PROCEDURAL TEXT GENERATION FROM VARIOUS
INPUTS

In the field of natural language generation, a procedural text
is a popular target because it requires a model to generate
coherent sentences by understanding its long context. Among
the many types of procedural text, recipes with rich descrip-
tions of a large variety of actions and involved ingredients are
featured. Kiddon et al. [[18]] and Bosselut ez al. [[19] proposed
a model to generate a recipe from its title and ingredients.
To deal with the long context of a recipe, the former uses
an attention mechanism, and the latter uses reinforcement
learning.

Recently, many vision and language datasets have ap-
peared in the cooking domain, and a challenging task, recipe
generation from an image, has also been proposed. Salvador
et al. [20] firstly tackled this problem and proposed a model
based on Transformer [21] to generate a recipe from a single
image of a prepared dish. Later, Wang et al. [22] proposed
a structure-aware model to generate a recipe from an image
by imitating a structure of the ground truth recipe in an
unsupervised manner.
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TABLE 1. Comparative overview of relevant cooking datasets.

Datasets Recipes? | Ingredients? | Structure? Visual data #Recipes
Breakfast [6] Video N/A
EPIC-Kitchens Video N/A
YouCook2 v Video 89
RecipeQA v Image sequence 19,779
Story boarding v Image sequence 16,405
Cookpad Image Dataset []E]] v v Image sequence | 1,715,595
Recipe Flow Graph [5] v v v N/A 266
Action Graph v v v N/A 133
SIMMR v v v N/A 260
MM-ReS [11] v v Image sequence 9,850
vSIMMR (ours) v v v Image sequence 2,103

Materials Merging tree sy Procedural text )
i Tomatoes
¢ pumpkin @
| oKetohup &
! Mayonnaise ,

! Image sequence :
i Image1 |4 H

-
' Image3 u

(b) vSIMMR (ours) Cut the tomatoes.

(a) SIMMR
O

Stir-fry the pumpkin.

Put them on the tomatoes. |

Cover them with

FIGURE 1. An overview of the vSIMMR dataset. Images in the image
sequence are aligned with the intermediate nodes in the merging tree and the
step texts in the procedural text.

There have also been two recent attempts to generate a
recipe from an image sequence depicting the intermediate
food states [I]l, [2]. To represent the global context in an
image sequence, Chandu et al. 1] incorporated a finite state
machine (FSM), and Nishimura et al. [2] incorporated a joint
embedding model into a recipe generator. In line with the
above studies, this paper proposes a method for explicitly
modeling the context dependency as a structure in a network
architecture that is compatible with previous methods.

lll. PROPOSED DATASET: VSIMMR

We explain the proposed cross-modal dataset, vSIMMR,
which consists of 2,106 procedural texts, image sequences,
material lists, and annotated tree structures. In the following
subsections, we firstly provide an overview of the SIMMR
dataset [3] (II-A) and then describe important extension to
it and annotation process of the vSIMMR dataset

([=C).

A. MERGING TREE: CONTEXT DEPENDENCY
DESCRIPTION IN SIMMR

SIMMR was originally proposed to represent the context
dependency of a procedural text as a tree structure “merging
tree,” which describes the merging path of materials to a
single final product. Figure [T(a) exemplifies the merging
tree of the procedural text. The leaves (terminal nodes) and
intermediate nodes correspond to the materials and steps,
respectively. The root node is the final step and indicates the
final product of the procedural text.

VOLUME 4, 2016

1. Prepare ingredients. Left is the
yogurt and right is the
avocado.

2. Gut avocado into two slices.

3. You can easily remove the
stone.

4. Use a spoon to scoop up the
avocado and add it to the bowl
and mix.

5. Add the yogurt, salt, and
lemmon juice to the bowl. Mix
it until it becomes thick.

[Ef——

mmmmmmmm
6. Serve it on a plate

7. You can use it to other recipes
(ID2507984)

Image sequence

FIGURE 2. Our browser-based annotation platform. A user can annotate a
merging tree by clicking unused ingredients and intermediate nodes
representing a mixture of ingredients at each step.

B. EXTENSION TO SIMMR: LARGER DATASET WITH
VISUAL REFERENCE

As shown in Figure [I[b), we extend SIMMR to vSIMMR
by annotating merging trees with image sequences. This
extension allows us to represent the common tree structure
between the visual and textual world because images in
the image sequence are aligned with the step texts in the
procedural text. Moreover, in terms of the number of labeled
data items, the vSIMMR dataset is about eight times larger
than the SIMMR dataset as shown in Table([T] and this point
is also an important extension to SIMMR.

C. ANNOTATION PROCESS OF THE TREE STRUCTURE

To build the vSIMMR dataset, we annotated merging trees
to a subset of the Cookpad Image Dataset, which consists
of procedural texts (= recipes), material lists (= ingredi-
ent lists), and image sequences. The annotation process is
roughly divided into two parts: (i) material name normaliza-
tion and (ii) merging tree annotation.

(i) Material name normalization. Firstly, to annotate merg-
ing trees correctly, we manually merged any notational vari-
ations of material names. This normalization is necessary
because all procedural texts and material lists in the Cookpad
Image Dataset are user-generated and thus material names
contain inconsistency [23]]; for example, some write “2tbsp

3
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of oil” or “2tablespoon of oil” and others simply write “oil”.
We manually normalized them to the simplest form (in the
above example, we converted “2tbsp of oil” and “2tablespoon
of oil” into “oil”).

(ii) Merging tree annotation. Then, we annotated a merging
tree referring to an image sequence and procedural text.
Figure[2]shows our annotation platform, presenting the image
sequence on the left pane and the corresponding procedural
text on the right pane. We asked one annotator to construct
the merging tree by connecting unused ingredients and inter-
mediate nodes representing a mixture of ingredients at each
step. In this process, if steps are irrelevant to the cooking
process, we instructed the annotator to remove such step texts
and images from an image sequence and procedural text;
for example, in Figure 2] text and image of step 1 “Prepare
ingredients. Left is the yogurt and right is the avocado” was
removed. When the annotator submits the annotated structure
to the server, the system validates whether all ingredients are
used and whether the created structure is a tree structure.

IV. PROPOSED METHOD

After presenting the task definition and an overview, two
main modules of the proposed method are described in
and [[V-B] then [IV-C| presents an implementation idea for
semi-supervised learning.

Task definition. Let D;. be a training dataset, where
{x,y,9} € Dy, is an input &, procedural text y, and its
structure (e.g., merging tree) g. € = {&y, Tymar} has two
components; an image sequence €, = {z'|n = 1,..., N}
and a material list €, = {z,/m = 1,...,M}. N and
M are the number of images and materials, respectively.
y = {y"n = ., N} consists of N steps of textual
instructions y™s, where {2, y™ } has a one-to-one correspon-
dence. Note that g is unavailable for most of the data points
in Dy, (semi-supervised setting). Hence, the procedural text
generation task described in this paper is to train a model that
estimates a procedural text ¢ from an input .

Overview of the proposed method. Figure [3] shows an
overview of the proposed method. To incorporate context
dependency into the decoder for gaining global coherency,
our model tries to estimate the structure g explicitly and use it
in the decoder. This is roughly described by the combination
of an encoder £ : X — z,g and a decoder D : 2,9 — v,
where z is the latent representation of input . Note that
both E and D are trained in an end-to-end manner instead
of training E and D separately.

Additionally, based on our intuition that a merging tree is
identical regardless of the representation modality, we add
amodule £, : § — é to re-predict the merging tree f]
from g. Here, this tree re-prediction module encourages the
generated procedural text to be more coherent by preserving
the merging tree.

A. STRUCTURE-AWARE PROCEDURAL TEXT
GENERATION MODEL

Our model generates a procedural text coherently through the
following three processes: First, (i) encodes x into a latent
representation z. Then, (ii) determines g through a Gumbel
softmax resampling [24]], which is employed for end-to-end
training. Finally, (iii) decodes ¢ from g with a structured
decoder of a Tree-LSTM.

(i) Link probability matrix calculation. A graph structure,
such as a merging tree, can be predicted from a probability
matrix whose ¢j-element represents the probability that a
link exists from the ¢-th node to the j-th node. Because
a processed material cannot be merged by returning to a
previous step, a step-to-step link has an order constraint,
whereas a material-to-step does not. Hence, we prepare two
sub-modules separately to calculate the two link probability
matrices (LPMs): step-to-step LPM P,_,, € RN*N and
material-to-step LPM Py, 415, € RMXV,

(i-1) Step-to-step LPM calculation. Each image ] is fed
to a pre-trained image encoder F,,. This projects ; onto 2,
where we define z, = {z'|n = 1,...,N}. To calculate
a link probability between two steps, z,, is further converted
into row and column feature vectors z} and 22 using different
biLSTMs E! and E?_, , respectively. Then, each element

v—U vV

p%,, in the step-to-step LPM P,_,,, is calculated as follows:

e (i <)
= exp (z 22
Dy Zkep’éz—;“v;i)w (otherwise) (1
where Z - Ei—w( ( ))’ Z v—)v(FU(Sc”))'

In Eq ., 1. is the i-th element of z} and 22 j is the j-th
element of z2. piJ , issettoe (= 1.0 x 10~7) for numerical
stability When 1 < 7 to preserve the order constraint.

(i-2) Material-to-step LPM calculation. Next, we calculate
the material-to-step LPM. For the step side, we calculate
2Ma% from z. and z2 with an element-wise max-pooling
layer. The material-side feature is calculated in two stages.
First, each z7; ., ., is converted into a distributed represen-
tation by Fma,ﬂ Second, we further transform them into
Zmat, Which is aware of ordering information of material list
Tmqt- This encoding is necessary because we assume that
a user-generated material list implies some order, although
a material list is an unordered set generally. Specifically,
as described in [26], we utilize another biLSTM FE,,,4¢—+,
which further encodes each distributed representation into
a material feature 27),; ,, € Zmq¢. Finally, each element
pmat _,, in the material-to-step LPM P4+, is calculated
as follows:

i exp (Z:natﬁv : Zg}]a;v)
Prat—sv = 7 max (2)
Zk: exXp (Zmat—w ’ v k )
where Zmat = Emat—n) (Fma,t (:B771,at))~ (3)

2For Fyyqt, we use word2vec [25] pre-trained on all recipes in Dy-.
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Structure-Aware Procedural Text Generation Model (Section IV.A)

Tree Re-prediction
(Section IV.B)
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FIGURE 3. An overview of the proposed method. The structure-aware procedural text generation model (SectioanV_TKb has three processes: (i) Link Probability
Matrix Calculation, (i) Gumbel Softmax Resampling, and (iii) Structured Decoder. Additionally, the model re-predict a merging tree from a generated procedural text

(Section[[V-B).

When the sample has an annotation of the structure g, we
calculate a tree prediction loss Lip(g, Py—y, Pmat—v) as a
column-wise cross-entropy loss.

(ii) Gumbel softmax resampling. To make the model fully
derivative, we use a Gumbel softmax resampling. To deter-
mine the tree structure g directly from the LPMs, we apply
the straight-through (ST) version of Gumbel softmax resam-
pling. The temperature parameter 7 is set to 0.5 according to
the discussion in ,

(iii) Structured decoder. To incorporate the context depen-
dency based on g into a text generator, we use a variant
of Tree-LSTM, called Child-sum Tree LSTM . Child-
sum Tree-LSTM D, : 27'%, Zymat,g — h, where h =
{h™n = 1,..., N}, converts intermediate nodes of g into
hidden states h. In forwarding phase, the Child-sum Tree-
LSTM updates the hidden state hs and memory cell cs from
each child and z;"* based on observation. See appendix E|
for the calculation details.

The output of Tree-LSTM h is further decoded using a
procedural text generator D, : 27, h™ — ™. As instances of
D,, we used five state-of-the-art procedural text generators
in our experiments. Finally, the model generates a procedural
text, and the cross-entropy loss L., is calculated.

B. MERGING TREE RE-PREDICTION

Because the tree structure is identical regardless of the vi-
sual and linguistic representation, it should be consistently
re-predictable from the textural information in nature. Ex-
plicitly preserving such a structure facilitates the generated
procedural texts to be more coherent. Hence, we prepared
E,: 9y — Zy) for predicting lf’v%v and Pmat%v. The re-
predicted matrices are then compared to g, where g is the
ground truth (for samples with an annotation) or a result

3This setting is also supported by an experience appearing described in
appendix [C]
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determined by column-wise argmax on P,_,, and P,,qt—
(for samples without an annotation). In addition, pmat_w
is simply obtained by substituting z"%® in Eq (EP into zg.
Here, Pv_w is obtained by substituting z}) and z% in Eq
into z)'** and Zgp» respectively. Finally, a tree consistency
loss L:.(g, ]51,_”,, pmat_w) is calculated as the column-wise
cross-entropy loss on Pv%v and Pmatﬁv with supervision g.

C. VAE-BASED RECONSTRUCTION MODULES FOR
SEMI-SUPERVISED LEARNING

As discussed in for semi-supervised learning, we use
two variational autoencoder (VAE) architectures [31]: a
tree2image VAE and a step2image VAE. For the VAE mod-
els, we employ SVAE [32]], which is widely used owing to its
ability to disentangle the latent representations. We calculate
the reconstruction losses L;o;(h, z,) and Esgi(Zg,Z,U) in
tree2image VAE and step2image VAE as follow:

£t2i(h7 zv)
= Elog p(z,|h)] — 8Dxr (g} (h|z,)llp(R)) )

‘CSQi('z/ya Zv)
= Ellog p(2.]2g)] — BDk1(a5(zgl20)lIp(2g));
9

®

where qé represents concatenated networks of the encoders
E and Tree-LSTM D, and qi represents the networks ap-
pended the re-prediction module F, to qé. Here, f3 is set to
be 4 according to the discussion in [32].

Finally, the model is trained with the loss function L,
which is defined as follows:

L= Liext + Lip + MeLic + M2ilioi + As2iLs2i,  (6)

where the A, s are hyper-parameters tune by grid search with
a validation set (see appendix [B).
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TABLE 2. Statistics of our Cookpad Image Dataset split (data used in
vSIMMER are excluded).

Cookpad Image Dataset train val test
#recipes 163,525 18,051 20,193
#steps 6.24 6.15 6.26
#words 148.52  147.02  148.50
#ingredients 7.85 7.79 7.86

TABLE 3. Statistics of vSIMMR.

vSIMMR train val test
#recipes 1,603 250 250
#steps 6.78 6.74 6.85
#words 11823 11391 114.68

#ingredients 6.58 6.37 6.64

V. EXPERIMENTS

This section presents the evaluation of the generated proce-
dural texts in the three criteria: automatic evaluation (V-C),
human evaluation (V-DJ, and qualitative analysis (V-E), with
a thorough ablation. We also discuss the merging tree accu-
racy and the satisfactory number of labeled data items
for procedural text generation (V-G).

A. DATASETS

We used the Cookpad Image Dataset, which has 1.7M recipes
(= procedural texts) and ingredient lists (= material lists)
with (optional) image sequences. For our experiments, we
discarded recipes having steps without images. Each recipe
has a complete image sequence x,, a recipe y, and an
ingredient list x,,,:. We further discarded some recipes with
less than two steps or two ingredients because such a recipe
has little ambiguity in its structure g. As a result, the size of
the dataset is 200k.

Preprocessing. Each image was resized so that the longer
edge had 256 pixels while keeping the aspect ratio. A central
region with 224 x224 pixels was then cropped. All recipes
in the Cookpad Image Dataset are written in Japanese.
Thus, to split the sentences into words, we used a Japanese
morphological parser, KyTea [34]]. All words appearing less
than three times were then replaced with an unknown word
symbol. Table [2]and [3]show the dataset’s statistics.

B. IMPLEMENTATION DETAILS

As the encoder for visual inputs F),, we used the one pro-
posed in [2]. This model, based on ResNet50 [35], was
pre-trained by an image-step retrieval task on the Cookpad
Image Dataset. We preliminary confirmed that this metric
learning provides a better performance in recipe generation
than pre-training on ImageNet [36], owing to the domain
fitting. We set the output dimension of the image encoder F,
to 2,048. The parameters of the pre-trained model F,, were
fixed during training for recipe generation, as described in
previous studies [[1]], [2[], [37]], [38]]. The output dimension of
word2vec F,.: for the ingredient encoder was set to 300,
and the dimension of the LSTM hidden layer of encoders,
E! ., E%,, and E,, was set to 512. The batch size was set

v—U? v

6

to 16, and Adam [39]] was used as the optimizer.

Models. To prove the versatile impact of the proposed
method, we tested it on various state-of-the-art methods for
image-sequence-to-recipe generation, as described below.

« Images2seq [37]] was originally proposed for the task of
visual storytelling (ViST). This model uses biLSTM to
consider the global context in an image sequence.

e GLAC Net [38]] achieved a state-of-the-art performance
on ViST. This model takes the global context by fusing
global and local image feature vectors encoded by bil.-
STM and F,.

e SSiD [I]] is a method proposed for procedural text
generation. It vectorizes steps using sent2vec [40], and
then they are clustered by k-means, where the obtained
clusters are treated as the states of an FSM. Based on the
transition probabilities of the FSM, the model explores
the change of the context to represent the global context
richly.

o SSiL [1] is a variant of SSiD, which has an additional
loss of Kullback-Leibler divergence to better imitate the
step transition of the ground truth.

o RetAttn [2] achieves a comparative method to SSiL,
but by a different approach; it pre-trains the model with
image-text retrieval task, then in the text generation task,
the retrieved text features are involved with an attention
mechanism to generate a better quality text.

Ablations. For all five methods above, we conducted ablation
studies on the following variations to reveal the impact of a
merging tree estimation.

« Baseline (original) does not use any modules of the
proposed methocﬂ

« Half model computes the tree prediction loss Ly, for
samples with the ground truth with the text generation
loss Lieqt. In addition, Lso; is also calculated for sam-
ples with no annotation.

o Full model calculates £;. in addition to the half model.
In the full model, two losses L;s; and £527E] are addi-
tionally calculated for samples with no annotation.

Note that the baseline models originally have no ingre-
dient lists in their inputs. Thus, for a fair comparison, we
calculate the ingredient vectors in the same manner as with
the proposed method and concatenate the average vector
of the ingredient vectors with each image feature vector.
When training and evaluating the baseline models, for a
fair comparison, we used recipes in both the vSIMMR and
Cookpad Image Dataset.

Enhanced baselines. The number of trainable parameters in
the baseline model is about 1.5 times smaller than that in
the half and full models. This difference occurs because the
full model has additional modules for encoding the structure
although the number of parameters in the text generator is

4The parameter setting of each model is followed to the original paper.
51n the half model, £42; cannot be calculated because the step vectors z,
appear only in the re-prediction module F in qi, which is the full model

(see Eq @)).
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TABLE 4. Word-overlap metrics for the five base models with half and full models. The scores in bold are the best for each base model. B=BLEU, RL=ROUGE-L,
D=Distinct, I=Ingredient, and Ac=Action. * indicates statistically significant difference (p < 0.001) from the base models (original) through bootstrap sampling |33].

B1 B4 RL Dl D2 I-B1 I-B2 I-B3 I-B4 TI-RL Ac-Bl Ac-B2 Ac-B3 Ac-B4 Ac-RL
Images2seq (original) ~ 27.5 5.1 18.4 38.3 54.7 7.0 1.8 0.5 0.1 9.7 18.2 8.1 3.8 2.0 18.4
Images2seq (wide) 252 4.6 17.5 38.1 56.8 4.0 0.8 0.1 0.0 0.8 13.0 5.3 2.6 1.4 16.6
Images2seq (deep) 222 34 173 383 54.6 4.2 0.8 0.1 0.0 6.6 11.1 5.0 2.6 15 16.2
+ Half 27.8* 5.8* 206* 511* 75.0* | 79* 22* 07 02 127 188" 8.4* 3.9 2.0 21.2*
+ Full 29.6* 6.3* 21.7* 47.6* 71.0* | 88 2.7 09* 03 13.8* 214* 9.4* 4.3* 2.1 22.9*
GLAC Net (original) 285 5.9 214 46.6 69.0 9.5 29 0.9 0.3 13.2 21.2 9.3 43 2.1 22.8
GLAC Net (wide) 26.3 5.1 19.3 40.6 589 7.7 2.1 0.6 0.2 10.8 18.1 8.0 39 2.1 204
GLAC Net (deep) 271 5.3 19.8 41.5 60.4 8.2 23 0.7 0.2 11.2 20.5 9.2 43 2.4 214
+ Half 285 59  21.8% 467 68.8 | 10.5* 34* 1.1* 04 156* 21.0 9.4 4.4 23 23.1
+ Full 289 6.1 213 472 69.9* | 11.8* 3.8* 12* 04 16.3* 21.0 9.1 4.4 2.3 225
SSiD (original) 28.7 6.0 209 455 60.6 8.6 2.7 0.8 0.2 13.1 20.1 8.7 4.0 2.1 21.6
SSiD (wide) 28.6 5.7 19.6 41.0 60.0 7.9 2.1 0.6 0.1 113 17.9 7.6 35 1.7 19.4
SSiD (deep) 27.6 5.2 19.7 41.0 59.1 6.9 1.9 0.5 0.2 10.6 20.1 9.0 43 2.2 21.8
+ Half 30.3*  6.2* 208 439 65.1 11.4* 3.7 13*  04* 164~ 19.8 8.7 4.4* 2.2 22.1%
+ Full 3.1 64* 21.6* 483 71.0* | 129 41* 12* 04 167 21.5* 9.5% 4.5* 2.2 23.5*
SSiL (original) 31.0 6.3 21.4 455 66.8 8.3 24 0.7 0.2 12.5 19.8 8.7 4.0 2.0 22.1
SSiL (wide) 26.2 5.5 20.6 46.3 674 9.2 2.7 0.8 0.2 13.0 21.1 9.4 4.5 2.3 223
SSiL (deep) 27.8 5.6 20.3 429 62.8 8.3 24 0.7 0.2 12.1 19.9 8.6 4.0 2.1 223
+ Half 28.1 54 214 46.7*  68.2* 1.3 3.7* 1.2* 04" 16.9* 18.7 8.1 3.8 2.0 222
+ Full 30.4 64 21.9* 47.3* 709* | 124 42* 14 04" 17.00 214* 9.5* 4.5* 2.3* 23.0*
RetAttn (original) 322 6.5 21.6 40.2 60.3 11.2 33 1.0 0.3 14.5 22.1 9.0 32 1.5 212
RetAttn (wide) 28.3 5.9 21.1 445 65.1 12.0 3.1 1.2 0.3 14.1 22.0 8.9 4.0 1.9 22.0
RetAttn (deep) 29.8 6.3 21.5 44.1 65.4 12.1 3.7 1.2 0.3 14.7 22.1 9.1 4.2 1.9 225
+ Half 322 6.5 218 524* 778 | 11.9* 3.7* 1.2 0.3 14.8 21.8 9.4* 4.2* 2.0* 22.9*
+ Full 33.2 7.1 221 527 78.6* | 12.1*  3.8* 1.2 0.3 14.8 22.3 9.5* 4.2* 2.0* 23.1*

TABLE 5. Human evaluation results. RetAttn was used for the “Baseline,” “Half,” and “Full” models. Among the three types of baselines, we employed the original
baseline in our experiments. “F,” “IU,” and “IF” indicate the fluency, ingredient use, and image fitting, respectively. (a) Evaluation with recipes randomly selected from

the test set. (b) Evaluation with the longest 25% recipes in (a).

(a) with all 120 recipes.

(b) with the longest 25%(=30/120) recipes.

Baseline  Full Tie Half  Full Tie Baseline  Full Tie Half  Full Tie
F 267 625 10.8 F 35.8 55.8 8.3 F 16.7  70.0 13.3 F 233  66.7 10.0
U 30.8  66.7 2.5 U 242 708 5.0 U 26.7 733 0.0 IU 167 833 0
IF 31.7 45.0 233 IF 217 592 192 IF 36.7 50.0 133 IF 10.0  86.7 33

exactly the same. Thus, for a fair comparison, we added two
enhanced baselines by changing the number of parameters in
the biLSTM encoder: Baseline (wide) and Baseline (deep).

« Baseline (wide) widely changes the hidden size H by
fixing the number of layers L 1 in the encoder
biLSTM.

« Baseline (deep) deeply increases the number of layers
L = 4 and changes the hidden size H in the encoder
biLSTM.

Based on these strategies, we changed the total number of

parameters near to that in the full models. Detailed settings
are described in Appendix

C. IMPACT ON PROCEDURAL TEXT GENERATION

Scores. We computed the generated recipes with commonly
used metrics: word-overlap metrics (BLEU1/4 [41]] and
ROUGE-L [42]) and diversity metrics (Distinct1/2 [43]:
percentage of distinct unigrams/bigrams). However, these
metrics do not evaluate the coherency of generated recipes,
the global ordering of instructions grounded in the real
world. Therefore, as with [19]], we also report word-overlap
metrics on the extracted sequence of actions and ingredients
described in the recipe. Each word sequence extracted from a
recipe depict a simulated world where actions are performed
and ingredients are used. Thus, the orderings of actions and
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ingredients in the generated recipes should agree with those
in the ground truth.

To extract the action and ingredient sequences from
recipes, we trained the named entity recognizer, Flailﬁ [44]
with the recipe flow graph corpus [5]], in which the action and
ingredient words are deﬁne(ﬂ We applied the trained model
to both the generated recipes and ground truth, and calculated
action- and ingredient-level BLEU n (n = 1,2,3,4) and
ROUGE-L, respectively.

Results. Table (4| shows that our full model achieves steady
improvements from the original and enhanced baselines in
both of word-overlap metrics and diversity metrics. From this
result, we can say that the supervision of the merging tree
has contributed to increasing both accuracy and diversity.
Moreover, in the word-overlap metrics on the action and
ingredient sequences, the proposed models, particularly the
full models, substantially outperform (p < 0.001) both
the original and enhanced baselines in most metrics. This
indicates that incorporating a merging tree gains the global
coherency in a versatile manner, and re-predicting a merging

Shttps://github.com/flairNLP/flair

TWe trained the recipe NER with 2,072, 230, and 256 sentences for
training, validation, and test, respectively. The obtained model scored F1
values of 91.8 and 94.7 for the action and ingredient word recognition,
respectively.


https://github.com/flairNLP/flair
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T Z

Ingredients Burdock, Carrot, e Sugar, e Sake, e Soy sauce, e

Mix seasonings
marked e in the
ingredient list.

chop it into 5-cm
strips, and put
them in water.

Ground Truth

- \ :.“L' "
/ i '
Images /
\ S N2
Models Step 1 Step 2 Step 3 Step 4 Step 6
Chop the burdock Pour the sesame After the carrot
RetAttn Mix all into thin strips, Slice the carrot. |0l into the pan, Add the carrots  becomes wilted,
(baseline) ingredients. and put them in * |and stir-fry the and stir-fry them. add the hijiki and
water. carrot. stir-fry it.
Chop the burdock .
RetAttn Prepare into thin strips,  |Cut the carrot Qfée;:;eggitfgg Qgtgrﬂt]r;eczggtl;t, Season with salt
(ha|f mode|) ingredients. ag(tje,:ut them in |into fine strips. the carrot. and stir-fry them. and pepper.
::r’]rer‘;?jﬁnts — Chop the burdock Pour the sesame  After the carrot .
RetAttn migx season’ings into this strips, Cut the carrot oil into the pan, becomes wilted, e themg
(full model) | arked o in the ancti putthemin into fine strips.  and s}tlr-fry the adg tr:_e ?ur_ctiock Serve on a plate.
ingredient list. water. carrot. and stir-fry it.
Peel the burdock, Pour the sesame oil | Add step 1 Turn off the heat,

Cut the carrot
into fine strips.

into the pan, and
stir-fry the burdock.
Add carrots and stir-
fry them.

and add white
sesame.
Serve on a plate.

seasonings into
the pan, and stir-
fry them.

Merging tree generated by half model

Merging tree generated by full model

‘ Step 1 ‘ Step 2 ‘ Step 3 ‘ Step 4 ‘ Step 5 ‘ Step 6

‘ Step 1 ‘ Step 2 ‘ Step 3 ‘ Step 4 ‘ Step 5 ‘ Step 6
e Sugar

e Sake 8

Burdock @
Carrot

e Soy sauce O—
o—
White sesame

o Wasabi

o—

Sesame oil

e Sugar
e Sake

e \Wasabi
e Soy sauce
Burdock @

Carrot ©

Sesame oil 0—
White sesame @

/)

FIGURE 4. Example of generated recipes and merging trees. Here, the baseline (original), half, and full models are compared with the ground truth. This sample
has no ground truth of the merging tree because it belongs to the Cookpad Image Dataset, not to vSIMMR. Note that the recipes are originally in Japanese and

have been translated into English (Japanese version is shown in appendix .

TABLE 6. Merging tree accuracy.

Material-to-step ~ Step-to-step ~ Total
Baseline
Merging tree only 70.1 90.0 80.3
Half models
Images2seq 73.2 90.7 81.5
GLAC Net 72.1 91.4 81.2
SSiD 73.3 91.0 81.6
SSiL 73.1 90.6 81.3
RetAttn 73.1 90.4 81.3
Full models
Images2seq 72.9 90.0 81.0
GLAC Net 73.7 90.5 81.7
SSiD 72.8 90.7 81.3
SSiL 73.8 90.5 81.7
RetAttn 73.0 91.0 81.5

tree further facilitates generated recipes to be more coherent.

D. HUMAN EVALUATION

To confirm the impact of the increase in the word-overlap
metrics for humans, we conducted a human evaluation on 120
recipes randomly selected from the test set. We evaluated our
model on the three aspects of recipe quality as examined in
[1], [[19]]: fluency (F), ingredient use (IU), and image fitting
{F).

Settings. For each example, an annotator was asked to
compare a pair of recipes, each generated from an identical
image sequence but by a different model. The annotator
was then asked to select the better recipe according to the
three criteria above. For the ingredient use, the annotator
selected the recipe that used the ingredients more correctly.
For image fitting, we asked the annotators to select the recipe
that was more suitable for the image sequence. For the
image-sequence-to-recipe model, we used RetAttn, whose
base model performed best in Table [

Results. Table[J]lists the results, showing the clear advantage
of the proposed method over both the baseline and half
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@ Images2seq [ GLAC Net
I-B1 [-B2

I-B3

A SSiL € RetAttn
-B4

FIGURE 5. (Best viewed in color). Change in action- and ingredient-level word-overlap metrics with a controlled ratio of labeled data. Dotted horizontal lines show
that the performance of the baseline (original) shown in Table[d] Note that the entire labeled data accounted for approximately 1% of the training set.

model in all three aspects. To demonstrate the effect of long
context recipes, we further evaluate the proposed methods
on the longest 25% (=30/120) of the recipeﬂ As a result,
the superiority of the proposed method is highlighted more
strongly. This reveals that re-predicting merging trees helped
maintain the global coherency of long recipes.

E. QUALITATIVE ANALYSIS

Figure ] shows an example of the generated recipes. Other
examples are discussed in appendix [D]

Insights. Maintaining global coherency is essential partic-
ularly for understanding the procedural text. The baseline
model loses its maintenance because the model tends to gen-
erate unsuitable duplicate actions (e.g., “‘stir-fry the carrot” in
steps 4 and 5). These repetitive phrases are suppressed in the
recipe generated by the proposed model. In addition, owing
to a merging tree estimation, it is remarkable that the full
model generates a referred expression (e.g., the “eo” in the
recipe generated by the full model in step 1 in the figure),
which refers to specific ingredients marked in the ingredient
list.

Limitations. Although the estimated merging tree is com-
pletely correct, we still found some slight differences with the
ground truth. For example, in step 4, the model only adds car-
rots, but burdock and carrots are added by the ground truth. In
step 5, the model does not talk about adding seasonings, but
they are added in step 6. This is likely occurred because of the
nature of user-generated recipes; the image-step alignment is
not regularized and fluctuations are likely. The image in step
5 is not typical in the sense that the image is not a result
of the instruction step (the seasoning is added but not stir-

8The length of a recipe is based on the two criteria: the number of steps
as the primal criterion and the number of words in a recipe following it.
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fried as the instruction). Although it is beyond the scope of
this paper, a more strict image-step alignment in the dataset
would improve the quality of the recipe generation.

F. MERGING TREE EVALUATION

Table [6] shows an evaluation of the tree prediction accuracy.
Here, the baseline only estimated the tree and not the recipe,
and the model was trained with the pairs of image sequences
and merging trees in the training set of vSIMMR. From
these results, we can see that the procedural text generation
contributes to predicting the merging tree. When comparing
the half model with the full model, we can also see that the
best score in every metrics is achieved by the full models.
This indicates that the tree re-prediction module will guide
the model to estimate the merging tree correctly.

G. SATISFACTORY NUMBER OF LABELED DATA ITEMS

To estimate the satisfactory number of labeled data items,
we controlled the ratio of labeled data to the values of 0,
%, 4. 5. and 1. As evaluation metrics, we use the action-
and ingredient-level BLEU n (n = 1,2, 3,4) and ROUGE-L
to indicate the tendency of controlling training labeled data
items. Note that, when the ratio is 0, the model is trained
with the proposed architecture in an unsupervised manner.
Figure |§| shows the results. In general, most models achieve
a higher performance as the ratio of labeled data increases.
This shows that training the labeled data in a semi-supervised
manner leads to an increase in the quality of the recipe
generation. By contrast, interestingly, RetAttn achieves a
high performance without any labeled data, indicating that
the proposed architecture itself enables RetAttn to generate
a coherent recipe. Although the GLAC Net, SSiD, and SSiLL
require using from 25% to 50% of the labeled data to perform

9
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better than the baselines, Images2seq must use 100% of the
labeled data. This result indicates that models with high
complexity (GLAC Net, SSiD, SSiL) can learn from less
labeled data than the simple model (Images2seq).

VI. CONCLUSION

In this paper, we investigated the impact of explicitly intro-
ducing the context dependency on the task of procedural text
generation from an image sequence. To achieve this goal, we
proposed the vSIMMR dataset by annotating merging trees to
a subset of the Cookpad Image Dataset. Using the vSIMMR
dataset, we then proposed the structure-aware procedural
text generation model, which gains the global coherency by
explicitly predicting a merging tree. Additionally, we added
a tree re-prediction module to facilitate the generated proce-
dural texts to be more coherent, motivated by the assumption
that the structure should be common regardless of the visual
and linguistic representations.

We tested the proposed method in the cooking domain,
and the results showed that the proposed method can boost
the performance of the traditional models in a versatile way
and for various metrics. Moreover, a qualitative analysis
demonstrated that the model generates a coherent recipe by
understanding the context dependency efficiently.

APPENDIX A CHILD-SUM TREE-LSTM CALCULATION

When a child is the m-th material z2)",,, Child-sum Tree-
LSTM calculates ¢™ and h™ using trainable linear functions
fe vzl — croand fr oo 2., — hl.., respectively.
On the other hand, when a child is n-th step node, it always

outputs ¢” and h™.

Let C(n) denote the set of children of node n. Let W(*)
and U™ be the weighted matrices, and b™*) be the bias. The
notations o (-) and tanh(-) mean the sigmoid function and the
tangent hyperbolic function, respectively. Then, the Child-
sum Tree-LSTM is described as follows:

o= S )

jeC(n)
i o= U(W(i)z;'fﬁ”” +UDR™ + b)) (8)
o= oWy TN + b)) 9)
ot — J(W(O)szfgz + U@R™ 4 p2) (10)
ut = tanh(W(“)ZITZm +UM™p™ ) (11)
o= i"eu"+ Y flog (12)
JeC(n)
r" = o" ®tanh(c"). (13)

Note that the superscript n of the non-leaf nodes is the same
as that of the images x,,, and thus, the indices are in a one-
to-one correspondence.

TABLE 7. Hyper-parameters we used in our experiments. They are
determined by a grid search with the validation set.

Ate  A2i As2i
Images2seq 0.1 0.01 0.1
GLAC Net 0.01 0.01 0.1
SSiD 0.001 0.1 0.001

SSiL 0.1 0.1  0.001
RetAttn 0.001  0.001 0.01

APPENDIX B RESULTS OF HYPER PARAMETERS
TUNING

Hyper-parameter settings. We tuned the hyper-parameters
Ates Ae2i, and Ago; for each of the five base models by a
grid search with a validation set. Three different parameters,
A« € {0.001,0.01,0.1}, were used in the experiment. Hence,
we searched 27 (= 3 x 3 x 3) points for each method. Table
[7lists the results of the hyper-parameter tuning.

Trainable parameter settings. As described in Section[V-B]
the total number of parameters 6, in the baselines is about
1.5 times smaller than that 6 in the full models. For a fair
comparison, we added the two enhanced baselines, which
have 6, close to 0; by changing the hidden size H and
the number of layers L in the following process. First, we
calculated 0 in the full models. Next, we simply fixed L to
1 (wide) and 4 (deep), and then incremented H by 50 until
0y is over 0. Table |§| shows the hidden size H, the number
of layers L, and the total number of trainable parameters 6
tuned in our experiments, respectively.

APPENDIX C TEMPERATURE PARAMETER OF
GUMBEL SOFTMAX

One of the extra hyper-parameters, the Gumbel softmax
temperature 7, is known to significantly affect the gradi-
ent computation [24]], [27], [28]. Here, we explored how
the temperature rate affects the performance. Four different
temperature rates 7 € {0.005,0.05,0.5,5} were used in
this experiment. Figure [6] shows the results for the overlap
metrics, indicating that 7 = 0.5 tended to achieve the better
performance among the candidates. When 7 was too low,
the model suffered from a gradient vanishing problem, which
prevented it from learning to generate a procedural text with
a sampled merging tree. By contrast, when 7 was too high,
it was difficult to stabilize the model. As described in [24],
to tackle this problem, we also conducted an experiment on
annealing the temperature from high to low at each iteration.
This annealing technique did not work in our experiment,
however, so we set 7 = 0.5 during the training.

APPENDIX D GENERATED RECIPE EXAMPLES

In addition to the example described in the main paper, we
show other examples of generated recipes in Figures [7{IT]
in which different numbers of steps are sampled. Note that
the first example (Figure [7) is the Japanese version of the
example (Figure ) described in the main paper. All recipes
are originally in Japanese and have been translated into
English. As the sequence becomes longer, the baseline model
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TABLE 8. The model’'s parameter settings used in the experiments. H, L, and 6 represent the hidden size, the number of layers, and the total number of

parameters, respectively.

Baseline (original) Baseline (wide) Baseline (deep) Full model
H L H L [4 H L H L 0
Images2seq 512 1 46,460,593 | 1,600 1 83,800,753 700 4 86,872,753 512 1 82,385,073
GLAC Net 1,024 2 110,312,113 | 2,250 1 162,487,741 | 1,000 4 161,438,241 | 1,024 2 161,284,017
SSiD 1,024 2 110,710,293 | 2,400 1 162,644,629 | 1,050 4 165994,429 | 1,024 2 161,460,145
SSiL 1,024 2 110,710,293 | 2,400 1 162,644,629 | 1,050 4 165,994,429 | 1,024 2 161,460,145
RetAttn 512 1 109,738,161 | 1,300 1 147,801,713 650 4 146,137,713 512 1 145,662,641

@ Images2seq [ GLAC Net

I-B1 1-B2 I-B3 I-B4
17.5

12.5 e ——————3 ~_
10,0 40 s T 1505 =/ + o+ 10 _ —

~ I 3.0 12.5 a

75 20 100 05

5.0 1.0 7.5

0.005 0.05 0.5 5.0 0.005 0.05 0.5 5.0 0.005 0.05 5.0 0.005 0.05 0.5

Ac-B1 Ac-B2
225 —
20.0 ./\:/ ~ 4.0
175 30
15.0 '
12.5 2.0

0.005 0.05 05 50 0.005 0.05 0.5

FIGURE 6. Change in the overlap metrics under controlled temperature rates 7.

tends to generate actions in the improper order. For example,
in steps 6 and 7 in Figure [T1] the baseline model generates
“add,” “mix,” and “serve,” whereas the full model generates
“crush,” and “add,” which is the same order as in the ground
truth. This confirms that the proposed method can consider
a long context dependency by incorporating a merging tree
estimate into the recipe generator.

Although the proposed method facilitates the generated
recipes to be coherent, the quality of the generated recipes
can be still improved. For example, in step 2 in Figure [8]
the full model says “Add butter to the bowl and heat them
with the microwave.” but the butter is not included in the
ingredient list. This is because our method does not have
any mechanism to explicitly access the vocabulary used in
the ingredient list on its decoding process. To address this
problem, incorporating a copying mechanism [45]] into the
decoder may be one of the scenarios of generating words
in the ingredient list. However, as stated in Section [[II-C}
recipes and ingredient lists are inconsistent due to the nature
of user-generated contents. Thus, it is not clear whether such
an additional mechanism works well for solving the problem
directly.
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FIGURE 7. (Best viewed in color). This is the Japanese version of the example (FigureEb in the main paper.
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Ingredients

Models

RetAttn
(baseline)

RetAttn
(half model)

RetAttn
(full model)

Ground Truth

Step 1 Step 2

Boil the spinach with hot water Q:I? t(s)ut%aer,bzl\llﬁar, SILEEN £
and drain it. ’

[CIElly . = Mixit.
(Li')?’bhiliﬁfﬁ—ﬂg L. k&% (71—{\'7”/‘;@*%\ @ﬁ\ @*E%A
ZP>TH<, )

NTELCEES, )

Add flour, baking powder, sugar,
and cocoa into the bowl. Mix it.
(RSB ER—F I
V- A7 EZANTEY
%o )

Boil the spinach with hot salted
water and Cut it into a bite size.
(IEF5NAEIEZ, B TLTEN

PIVWKRESICY B, )

Add butter to the bowl and heat

Boil the spinach with hot salted  them with the microwave.
water and cut it into a bite size. Add sugar and mix them well.
(E>NAEF, BITLTENR (RILENT—ZAN, LYY

PINRS I >TH<, ) ThEL, WEE AN L ORE
%o )

Wash the spinach and boil it with
hot salted water to skim the

f°a".”- L Add white sesame, soy sauce,
Drain and cut it into 3-cm and sugar to the bowl. Mix them
pieces.

(ESNABEAENEDAE (R c o - L5 - Bl
MALBBTIHTE. RSB | a1 s < BES, )
LT7 I ziRE, B<#>T3cm

CEWDRE S Yo THS. )

Step 3

Add step 1’s seasonings to step
1’s bowl.
(1DFAERRIZ1IC AN S, )

Add step 1's result to step 2's
result, and mix them.
(1Z2IEANTEE %, )

Add step 1's result to step 2's
result, and mix them well.
(1Z2lc AN, &K <EE S, )

Add the spinach (step 1), and
mix them while loosening them.

(KREF>TIDES AESE
Mz, ECLENSBHS, )

Merging tree generated by half model

Merging tree generated by full model

Step 1 Step 2 Step 3 Step 1 Step 2 Step 3
Spinach @ O Spinach @ @
White sesame White sesame
Soy sauce Soy sauce
Sugar Sugar

FIGURE 8. (Best viewed in color). Example of generated recipes and merging trees. The baseline (original), half, and full models are compared with the ground

truth. The half model predicts the merging tree and uses it as the structure of the Child-sum Tree-LSTM. The full model re-predicts the merging tree from the
generated recipe in addition to the modules of the half model. Compared with the baseline model, both proposed models (half and full) generate coherent recipes
by using the referred expressions (e.g., in step 3, they output “add step 1’s result to step 2’s result”).
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FIGURE 9. (Best viewed in color). Example of generated recipes and merging trees. The baseline (original), half, and full models are compared with the ground

_ Pork roast steak, Salt and pepper, Oil, %Miso, kSake, k Sweet sake, % Soy sauce,
Ingredients . .
% Garlic paste, % Black pepper, % Fried sesame
Models Step 1 Step 2 Step 3 Step 4
Cut the pork into Pour the oil and grill
Mix all ingredients.  bite-size pieces. both sides. Serve on a plate.
RetAl_“” MEELTREE BENFRZENY (771/\VICHZ (RIICE>TTE
(baseline) 5 TOWAES YD E OSTERSE  HA0 T )
Er) EPD)
Cut the pork into Pour the oil and grill
Prepare ingredients. |bite-size pieces. both sides. Serve on a plate.
hRI:?tAttg | MHREBRELZ (BINZHZBRY (770 \VIiThzE (RIlIcE->TTE
alf mode .
( ) Er) TWRESICYIDX 0E. MEAZEEZE HHDTT, )
£ 3.)
Prepare ingredients. Cyt the pork into Souy e o i e Put lettuce on a plate.
Mix % ingredients. pite-size pieces. pankand grill the Pour the sauce onto it.
. = S pork. It's ready to eat.
A pmeRELE  BRERNETL ST s SRR gy,
T, kDR EGD KESICYIDE =B E RS = NS5 LZEDIITTER
TTHEET, ) To) %, ) T )
Cut the muscle of the |Pour the oil, grill the
pork with the top of the |pork (step 2), and add
Mix % ingredients knife. Add the salt and step 1's result to it. S.erve ona pla?e
" pepper. Mix them well. with your favorite
Ground Truth  (KkIFEDLEBTHE (BRARKIOZLET (751/8v ICaEH#L Vegetablei;t e
£9. ) DETRHEALE  @emEmicirms o PBRERIC
¥, WAV IVERS oOEmManicks @mICEDET, )
wODET, ) HHFERT, )
Merging tree generated by half model Merging tree generated by full model
Step 1 Step 2 Step 3 Step 4 ‘ Step 1 ‘ Step 2 ‘ Step 3 ‘ Step 4
*Miso @ *Miso @
* Sake * Sake
* Sweet sake * Sweet sake
% Soy sauce % Soy sauce
* Garlic paste *Garlic paste
Salt and pepper % Black pepper
Qil *Fried sesame
Pork roast steak @ O Salt and pepper
Black pepper & Pork roast steak @ O
*Fried sesame @ ol @

truth. In step 1, the full model correctly generates a referred expression, whereas the other models do not. All models miss the proper timing for adding the

seasonings in step 3. We assume that the models would predict the merging tree incorrectly. Although they predict that the seasonings from step 1 would connect

with step 4, the seasonings are actually used in step 3.
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~~~~~~

Models Step 1 Step 2 Step 3 Step 4 Step 5 Step 6 Step 7

i Put dough into a After baking, take it
g:;';m%:gg o Add chocolate . Add flour and mold. 9 out. Bake it at
sugarand mix |and mix it. Add milk and iy well, Add flourand oo 5 ot 1g0°C |180°C for 25
RetAttn el (FadL—k mlx{lt well. (3B fcsEn |mix |t‘yve||. _ |or 25 minutes. n;j;ﬁn;gsh\ .
(baseline) (ROMEERD oo, (FAEMAT 0o pte COPIEMA mEfUAN, i
At BRENA |2 ) BE2, ) 2. ) TEY%. ) 180COA—T 1somoosnit
S ) VT2 o ) <o)
Crack the egg Add f d A(_jd_floqr and  pyt dough into a
into the bowl. Add the Add milk t mix it a/Lijtrhatrf]]e mix it with the ' mold. Finish baking.
Add sugar, milk | o olate to mrik fo rubber spatula. |Bake it at 180°C |Garnish the
and sugar. Mix | & "o, step 2's result. rubber spatula. |5z o 500 for 25 minutes
RetAttn  well. step Zsresull. | o-amzm  ((EHHELD ) e " [cocoa.
! i 1w @EUcEHEAN |
cgixE (IKFadl fENMEN BEE EAD,
(half model) (RZLizszs . N | Em (
DEcL. B REANTEE L FOBE VAL TAR T S 180COR [ qap gz
N A 2 = — \ = N " o PN
3., WEEAR 3, ) 5 ) ;; L’)jb VR s cnme VTSN < =, )
TR, ) ° %, ) <o)
Crack the e Melt the ) ) Put QOugh into a
e e bOVﬁg chocolate with Add milk to the Add bakmg muffin cup. ) After baking,
", hot water. step 2’s result  Add flour and powder and mix Put on a drained cool it in the
Add sugarand 0 T land mixitwith  mixitwith the it well el « |fridae. Now it’
mix well. ek . Bakethemat 180°C |fridge. Now it's
RetAttn 5 — bowl. the rubber rubber SpatUIa' . (’\\—:\_\' > 7/\ for 25 minutes. ready for eat
full del (RZILICHNZ (FaaL—r% spatula. (Eh¥zEmz I . _ (X7 1 Rl T e yaif]‘\ 7:_
( ull mo e) 2N EF<CL, B (2(:4:_2[;%7][1 o= = UI—%E< DA 25 (ﬁg 2l
5 B, C L ANSTRGR BE o emnn By ARETH
BEMATELS sz s incm o TLRST gz, ) AMEEE y_—zmez, 5. /B A
2E3, ) e B BE3, ) %, ) 180°CoA—7vc P ULTRE. )
/B o
o 2553 E< o )
Heat milk in the Add flour and | Put doughiinto a
Crack the egg Add the soy muffin cup. Put on

pot. Melt the Add step 3's baking powder |, 4rained cherry. |Ifitis firm after

into the bowl. pulp into the

chocolartre with it. , resulttostep tothe step4's |Bake them at baking, serve
fn?f;:ﬁ’ar and |smic43E AN :/:?xﬁ;;eﬁ?sun. 2's result. result and mix it|180°C for 25 on a plate.
Ground (#i‘—)btl:ﬁﬂb THEERNRT (16121’0‘75\'2;%3[] Mix them well. well. minutes. _|(BEERD T
Truth B, AARF oo T @Bl2ea LY (BREEDE (BEAVTE L o
EDIFE<L, B . |AL JBIUTEHT N T3 B WL RLYFz | .
E > 3dL— bR e o DR KR THB2T BOHBNIET
BEMATRS ) — 5o RCEERDE Eabts, ) & AN U—%#D. 180 N
BEADED) 0 3. ) i DN EOF—T Y THY °)
° EEDe ) spmc, )
Merging tree generated by half model Merging tree generated by full model
Sep | 1|2 3|4 |5|6|7 Step |1 ]2 |3]4]s]6]7
Egg © o/. @) Egg @ o/.
Sugar Sugar
Chocolate Chocolate
Milk Milk
Flour Flour
Cocoa Cocoa
Baking powder Baking powder
Soy pulp Soy pulp @

Drained cherry Drained cherry

FIGURE 10. (Best viewed in color). Example of generated recipes and merging trees. The baseline (original), half, and full models are compared with the ground
truth. The baseline improperly generates duplicate actions (e.g., “Add flour” in steps 4 and 5, and “Bake” in steps 6 and 7). This is suppressed by the proposed
methods, although they each output duplicate actions once: The half model outputs “Add flour” in steps 4 and 5, and the full model outputs “Add milk” in steps 2 and
3). We also emphasize that the full model can verbalize the correct instruction, “Put on a drained cherry,” by using a merging tree estimate, whereas the baseline
and half models do not generate this instruction.
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Ingredients Potatoes, Mayonnaise, Salt, Pepper

Models Step1 Step2 Step3 Step4 Step5 Step6 Step7 Step8 Step9

Peel the When boiled, When the Serve on a
potatoes and Add hot boiled, boiled,  Ra@P them | poiat0es are \;\gggg;ear . |plate.Add  Add the
cut them into water to th(.e SOl itfor 10 |and he?t ltender, simmer tender, add milk [mayonnaise butter and Serve on a
1-cm pieces pot and boil  minutes. them with the it for 10 e i lik -

RetAttn it (L5, microwave.  minutes. and mix it. IT you like. mix It plate.

UehWbid e ¢ (Lo ) S B A — ST
(basenne)(&%mT GBICKEA BELES. 3 (5 v TE L (Cepnes (CPPWED (GINICES (XY —%M (K-

S FEo5MN o —_|s q n
. A BUES. 108 Ty g X5 B TEEOEIT YAR— 2T B T, )

1emi@ ] s FeEz o 5. 109% 2 “ZF#LEMK REMIT |z )
3, ) o ) 2y, ) %.) EED, ) e o
° o) ° SR )
) ) When the After mixin
Peel the Add water into | Simmer it potatoes are Crush the Serve ona well. add 9 Serve on a
potatoes with a |the pot and put |for 3 Peel the tender, crush it Potatoes and |plate and add , plate.
RetAttn knife. alidon it. minutes. potatoes with |and add salt. |drain them.  Imayonnaise. the butter. (RIICED

(half (LehWbid (BBIcKkZz AN

o 2z the knife,  (CeppLen (Uehind (BIIEDH (& GRET
g

(ETTEE [Z5H<ESE BRUT, KB v3%— o, oy THTTE

model) » ' iy kicLcEsL ATIDEE DEET, ) »_; ﬁ;giﬁ SERDE REANE | _gang OPOT
D&Y, ) %9, ) EHET, ) ;9)’( 5. ) %) %) ¥, )
Crush the i Serve on a
Add wat After mixing
inio the pot,  Skim the Addthe  potatoes  Add well add — PR EE
RetA Prepare and putthe foam from | Peel the hot |potatoes to with a mayonnaise potatoes and youylike.
etAttn ingredients. Potatoes toit. 'the surface. potatoes. a bowl. mas\her. and mix it. méx them. (BILICEE >
(full Rz pE BCREAN GRELES (ro=x (Lehtnd (REMKE (vI3x—X (BT-Tk <. BEBT
model) | 44 THELES poamb 4 BRI (275 ¥ BAKT, |5 Ut ogn o
°) CepnbE °) S \ Wb%EWLN
anzs,) Fdo) ANEY, ) | Y¥V—T BEERT, ) | I ClmTurer
° D37, ) i o) |=%d.)
My friend -
gave me the Peel the i’\t/’léxrga‘c’;;"tgr:ait
potatoes. Add water Simmer it potatoes. Add water or
Thank you. |into the pot ) They are hot, R the | Crush them to Add milk if you like.
(RADS L and heat it I:\)irnt(t)ezo g‘e‘gir‘fg‘;&ay e;ergoc:/fethee ar;esrtainem © mayonnaise, (iﬁitf LT |Serveona
Ground IR D) at low heat. (40,._5053-\ ( (RELEZX . potatoes. extent. szlt, 2?(20 it HREADT E)gtgﬁﬁi
Truth N (kDS > Sn | GEoenx (BaREsL PSPPI 1y sk
»HVEHT ShmigT oo RNE (VAF=A g e L %)
. <DBAT g zanan T ) ) P R N A
g, HOHH - WCET, ) gnezsc A o S2EDEETH
fewz e resTe ) T ) FWTL &
5. )
g-o )
Merging tree generated by half model Merging tree generated by full model
ging g y ging g y

Step| 1|2 3|4 |56 |7 8|9 Stp|1]2|3/4|5|6|7]8]o09

Potatoes Potatoes
Mayonnaise Mayonnaise
Salt Salt

Pepper Pepper

FIGURE 11. (Best viewed in color). Example of generated recipes and merging trees. The baseline (original), half, and full models are compared with the ground
truth. This example has a large number of steps. Therefore, generating the recipe correctly requires the models to understand a long context dependency. The
baseline model tends to generate improper actions, because it can not understand the long workflow of the recipe (e.g. “rap,” “heat,” “simmer,” “add,” “mix,” and
“serve” from step 4 to step 6). By contrast, the half and full models generate the recipe with the actions in the correct order, to a certain extent. Comparing these
models with each other, the full model generates actions suitable for the images, whereas the half model generates duplicate actions (e.g., “crush” in steps 5 and 6).
Moreover, the full model generates the instruction, “Add mayonnaise if you like,” which is suited to the image but does not appear in the ground truth. This is
achieved because the model fully uses the image feature.
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