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ABSTRACT

In cooking procedure instruction, text format plays an important
role in conveying quantitative information accurately, such as time
and quantity. On the other hand, image format can smoothly con-
vey qualitative information (e.g., the target food state of a proce-
dure) at a glance. Our goal is to produce multimedia recipes, which
have texts and corresponding pictures, for chefs to better under-
stand the procedures. The system takes a procedural text and its
unedited execution video as the input and outputs selected frames
for instructions in the text. We assume that a frame suits to an in-
struction when they share key objects. Under this assumption, we
extract the information of key objects using named entity recog-
nizer from the text and object detection from the frame, and we
convert them into feature vectors and calculate their cosine sim-
ilarity. To enhance the measurement, we also calculate the scene
importance based on the latest changes in object appearance, and
aggregate it to the cosine similarity. Finally we align the instruc-
tion sequence and the frame sequence using the Viterbi algorithm
referring to this suitability and get the frame selection for each in-
struction. We implemented our method and tested it on a dataset
consisting of text recipes and their execution videos. In the experi-
ments we compared the automatic alignment results with those by
human annotators. The precision, recall, and F-measure showed
that the proposed approach made a steady improvement in this
challenging problem of selecting pictures from an unedited video.
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1 INTRODUCTION

In cooking, there is a big gap between professional and amateur
chefs. Even following a recipe text, the quality of dishes by ama-
teur chefs is largely different from those by the professional chefs.
One major reason is the difference in their background knowledge
and experiences. Professional chefs refer to information not writ-
ten in the recipe text but from their experiences. To help amateur
chefs get the idea of shapes or colors of intermediate products or
final ones, multimedia recipes, in which a picture is added to each
instruction sentence, are useful for better results.

Writing such multimedia recipes is, however, not easy because
it requires taking photographs at each step. The chef is sometimes
forced to suspend cooking (i.e. leave the tool, clean hands, and take
the camera) at a good timing for photographs to explain the action.
One solution is to have a camera fixed at a high point of the kitchen
to record the entire cooking procedures and select frames to be
attached to each instruction.

In this paper, we propose a method for automatizing frame se-
lection from a video recording an execution of a text form recipe
to produce a multimedia version of it. Given a text recipe and its
execution video, our method selects a suitable frame to be attached
to each instruction, which is defined as the smallest unit in recipe
texts representing a single action (here an instruction means an ac-
tion description in text recipes, which we define in section 3.2.1 in
detail). We assume that a frame is suitable for an instruction when
key objects appearing in the frame and those in the instruction are
common.

To extract objects in the instruction, the recipe texts are decom-
posed into instructions by natural language processing tools such
as tokenizer and recipe named entity recognizer. And we detect
objects in each frame of the video. Then we map instructions and



frames into a common feature vector space and calculate their co-
sine similarity. The similarity is used in the Viterbi algorithm to
align the instructions and frames. Here, we assume monotonicity
(the chef does not change the order of instructions). Finally we
select a best suitable frame for each instruction from the aligned
frames to output recipe with pictures.

To refine the cosine similarity measurement, we also consider
scene importance based on the following assumption; A frame will
be more suitable for selection if important objects changes their
visual appearance significantly in the previous frames. We name
it after scene importance, and calculate it using pre-trained neural
network. We add this score to the cosine similarity to select frames.

We implemented our method and tested it on KUSK Dataset [6].
KUSK Dataset consists of text recipes and their execution videos.
The recipes have been downloaded from an internet site named
Cookpad!. Each video records the entire cooking actions by a chef
following a specified recipe observed by three fixed cameras placed
at the top of the kitchen. To evaluate the proposed method, we
prepared correct frames by asking two human annotators to se-
lect frames for each instruction. In the experiments we compared
the automatic alignment results with those by the annotators and
evaluate the proposed method.

2 RELATED WORK

There have been some attempts at integrating natural language
and image or movie. The cooking domain is considered as a good

example for such attempt. In this section we first describe an overview

of the research in this domain. Then we describe related work to
align each step of a recipe and segments of its movie.

2.1 Integration of Language and Other
Modalities in Cooking Domain

In recent years, exploring the relationship between image and nat-
ural language has attracted a great deal of attention [3, 20, 23]. In
cooking domain, there are a large amount of recipes, images and
videos available on the Web, so some researchers use these data. In
the subsequent parts, we describe multimodal dataset in the cook-
ing domain. Then we describe applications of these datasets.

2.1.1 Dataset. There are large image/text pair datasets collected
from the Web. Cookpad Image Dataset [4] is one of the largest
dataset in this domain. It contains 3.10 million images, and 1.64
million completed images. Salvador et al.[17] build a dataset named
Recipe1M, which consists of 1.0 million cooking images. Compared
with image/text datasets, there are smaller video/text pair datasets.
Zhou et al.[24] collected data from YouTube, and divide a video into
segments by actions. In [13, 15], they downloaded videos collected
from [16], and annotated segments with captions and actions. In
this paper, we use KUSK Dataset [6], which consists of recipes and
unedited videos. In terms of videos, this paper differs from [24] in
whether videos are raw or not. In terms of recipes, it differs from
[13, 15] in whether recipes are annotated or not.

2.1.2 Applications. Image and video captioning is an important
application in this area. Ushiku et al. [19] proposed a model to gen-
erate a procedural text from a cooking video. Because the number

Thttps://cookpad.com/

1. K%&E3Av 7 ANE 9 (add three cups of water.)
2. FLOFZRERHZ ANV &ICTzBE S %9 (add dashinomoto and kelp, and boil it.)

1. 2. 3. 4.
KE3Hhy TANEKY ELORERBHEAN VERIBSEET
(add three cups of water)| | (add dashinomoto and kelp) (boil ity
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Figure 1: Task overview?.

of pairs of cooking video and recipe is not large, they attempted to
generate a recipe based on object detection results instead of tak-
ing so-called end-to-end approach. Salvador et al. [17] proposed
joint embedding model between recipes, ingredients, and pictures.
Their model achieved a great improvement compared with con-
ventional methods in retrieval tasks. El et al. [2] proposed a model
to generate a completed dish image from a recipe using StackGAN-
v2 architecture [22].

2.2 Alignment of a Recipe and Cooking Video

There exists previous research which aims to align steps of pro-
cedural text with processing scenes in the video. Malmaud et al.
[9] proposed that they obtained an alignment between recipe, nar-
ration, and video frames using hidden Markov model after they
collected a large amount of data from YouTube. Their research dif-
fers in utilizing narration data. In this paper, we do not need any
narration data. Another important difference is that their research
utilizes edited video. In general, utilizing edited video is easier than
unedited video to align because edited video is produced to teach
procedure details to users. Bojanowski et al. [1] proposed a su-
pervised method which predicts a range that procedure text were
taking place. They input a procedure text, unedited video, and an-
notation which indicated range of actions, whereas, our method
does not need this kind of annotation.

3 TASK OVERVIEW

3.1 Generation of Instructions with Pictures
from Procedure Text and Video

Our goal is to produce recipe with pictures given a recipe and its
execution video. Figure 1 shows an overview of our task.

An execution video, one of the inputs, records a sequence of
activities to make or repair something from the beginning to the
end. Thus in the videos only one person appears (mainly the hands
only). In the beginning, there are some ingredients and tools on the

2 All example sentences in this paper are quoted from the recipes uploaded to Cook-
pad, "7V TV & A~V E¥ L HD A — 7" (https://cookpad.com/recipe/121196), " L
W7z iF & L LD Y 7 —"(https://cookpad.com/recipe/176550), and "= 1 v 7 fl D
11 @ AHE & "(https://cookpad.com/recipe/201826).



Table 1: Definition of r-NE tags.

1-NE tag [ meaning ‘
F Food

T Tool

D Duration

Q Quantity

Ac Action by the chef
Af Action by foods
St State of foods

St State of tools

cooking table and in the video later, some intermediate products
appear in it. Finally, it finishes with a completed dish. The system
selects frames for the instructions in the recipe for others to better
understand them.

As an evaluation metrics, it is preferable to measure how much
the output text helps another chef to produce the same dish. Thus,
we have two people who cook on a daily basis select pictures from
video frames. Note that the number of video frames among which
they choose are approximately one hundred frames on average be-
cause they are extracted from a video as key frames (we describe
this process in the subsequent section). After this, we calculate re-
call, precision, and F-measure comparing with automatic and man-
ual results.

3.2 Prerequisites

3.2.1 Instruction identification in recipe text. First, we as-
sume a set of terms (word sequences) called named entities (x-NEs)
representing important object names in the target domain x. They
are also objects detected by computer vision.

In the recipe case, noun phrases for ingredients and tools are
important object names. In this paper, we adopt the recipe named
entities (r-NEs) defined in [11], whose types are listed in Table 1.
We use the notation "#5P/F" ("chicken/F") to indicate that "F&Pd
(chicken)" is an r-NE and its type is food (F). Although all of these
types are important, we use only food (F) and tool (T) which can
be directly detected by computer vision.

In order to extract terms for important objects from text, we
must locate x-NEs in given sentences. So-called named entity rec-
ognizer (NER) is suitable for this task. In this paper, we adopt PWNER
[18], NERs based on sequence labeling techniques that can be trained
on an annotated corpus in the domain.

Each sentence of a recipe may consist of multiple actions, so it is
not clear which actions to be aligned with a picture. As an example
inour case, "2 3 v TEIKE AN (Action) BRDFE & BAi & AL
(Action) TU & 12725 X (Action) £9°, (Add three cups of wa-
ter to a pot, and put flavors in it, and boil it.)3" have three actions,
thus we separate this sentence into three instructions according
to actions (Ac ), and name it after "Action instruction (Ac instruc-
tion)".

3.22 Key frame extraction using object detection in video.

Our method requires the module that can detect appearance and

3The language resources used in our experiments are in Japanese. Thus, these sen-
tences are just for reference. Note that the proposed method can produce a recipe
with pictures in other language by preparing the the prerequisites in that language.

disappearance of materials and tools involved in each procedure.
In the cooking video case, we use the Faster R-CNN model [14]
fine-tuned with relatively small set of images of foods and cooking
tools.

Based on this, we extract key frames from video. We assume that
frames are important when they show chef picking up or placing
objects, that are provided in KUSK Object Dataset [5] with object
regions. Note that the provided frames and regions can contain
multiple objects because the method used in [5] is based on a back-
ground subtraction. To divide the detected region into object-wise
regions, we adopted the Faster R-CNN [14]. This neural network
outputs identified object region as a rectangular area while recog-
nizing its category. It also provides confidence as a probability. An
example of visualized output is shown in Figure 3, where a cutting
board and a knife are in the region detected by [5].

We utilized the Faster R-CNN’s ability of object region identi-
fication to suppress another type of false detection. The regions
provided in [5] contain objects that are moved only slightly by
coming in contact with the hands.? Such objects should not be re-
lated to the procedure. To suppress such detection but spot only
objects obviously related to the procedure, we compare the loca-
tion of object-wise regions before and after the contact, and ignore
object regions if they have the same object name and have a certain
score in Jaccard index, which is general method to measure the size
of intersection of two regions. After the test of region intersection,
only the objects with an obvious location change are regarded as
procedure-related. In this manner, we extract key frames related
to the procedure.

4 PROPOSED METHOD

In this section, we explain the proposed method for selecting a
video frame for each instruction. The outline of this method is
shown in Figure 2. We assume that a frame is suitable for an in-
struction when key objects appearing in them are common. Under
this assumption, first, we extract the information of key objects us-
ing named entity recognizer and object detection, and map Ac in-
structions and key frames into a common feature space (Figure 2
A). Next, to measure how suitable they are, we calculate the match-
ing score using these vectors (Figure 2 B). Finally, we align the
Acinstructions and key frames using the Viterbi algorithm (Figure
2 C). The recurrence formula is defined for reflecting on the as-
sumption that the chef does not change the order of instructions.

4.1 Conversion to Feature Vectors

Below we describe how to convert key frames and Ac instructions
into feature vectors for the similarity calculation in Figure 2.

4.1.1 key frame to vector. We convert key frames into feature
vectors o/ by the following steps. First, based on the Faster R-
CNN, we detect objects in each frame. We see these results in Fig-
ure 3. In this step, we can obtain information of important objects,
such as location and probability to each object category. Let Of be
a set of objects detected in a key frame t and classified into d-th ob-
ject category. d-th element of the feature vector ©/7 is calculated

4We note that all those processes to KUSK Object Dataset were done automatically.



(A) Conversion into feature vector

(B) Calculation of the matching score

(C) Alig nment using Viterbi Algorithm

recipe
1. divide with actions(Ac) chicken
1. BRI —OAXICEIAC) > TH Z=1H(F)&E £3(Ac) L

[0505...’1’---’0]

knife chicken board

( Cut(Ac) a chicken(F) and cover(Ac) them with flour(F))

1. BA(F)IE—AXICYI(Ac) (Cut(Ac) a chicken(F))
2. > TH =1(F)%& E/3(Ac) (and cover(Ac) them with flour(F))

2. conversion into vector
based on food(F) and tool(T)

AP E— ORI (A chicken

)
(Cut(Ac) a chicken(F)) } [0’0’ '"’1’ '"’0]

video

1. object recognition

rNE | Probability

knife 0.87
= |chicker 0.56
board 0.43

2. conversion into vector
based on food(F) and tool(T)
knife chicken  board

[0.0.87.---,0.56.--.0.43, 0]
\_ AW

[0,0.87,---,0.56,--,0.43,---,0]

AR IEF—HAXICYI(Ac) ( Cut(Ac) a chicken(F))

Feature Vector R gy gl Feature Vector

difference
(scene importance)

Viterbi Algorithm

cosine similarity video frame

>4{/e',,

instruction

D 4

Production of recipe with pictures

INEHETIL

( cover them with flour )

BAZY>T
( Cut a chicken)

J y

Figure 2: Overview of the proposed method.

Figure 3: Example of an object detection result.

r _{ 0 ©Of = ¢) W
d ~ max, ¢ o Pr(d|o) (otherwise) °

where Pr(d|o) is the probability obtained by the Faster R-CNN.

4.1.2 Acinstruction to vector. We convert each Ac instruction
into a vector ©'" by the following steps. First, in order to identify
orthographic variant, we use cooking ontology [12] and normalize
words. Second, based on PWNER [18] trained with a cooking cor-
pus [11], we extract information of important objects in the Acin-
struction. Finally, based on the information, we set the elements
in the vector to 1.0 corresponding to the objects in the instruction.
And the other values are set to be 0.0. From this transformation, we
can obtain n-hot vectors ©'" from all Ac instructions in the recipe.

Score 1: cosine similarity

a )
‘ XiEGAQ chicken
AR E—OXICYI(AC
(Cut(Ac) a chicken(F).) [0’0""’1"”’0] cosine similarity
knife  chicken  board
=»[0,0.87,---,0.56,---,0.43,---,0] o

Score 2: cosine similarity + scene importance

S (F)iE—OXICHI(AG) ( Cut(Ac) a chicken(F) )

importance(small)  importance(big)

Figure 4: Outline of calculation of the matching score.

4.2 Matching Score Calculation

Based on the above feature vectors, we obtain the best alignment
using the Viterbi algorithm. To use the vectors in this alignment,
we need to calculate matching score for each pair of a key frame
and an Ac instruction. The outline of the matching score calcula-
tion is shown in Figure 4, which we explain in detail below.

4.2.1 cosine similarity. Using feature vectors, we calculate the
cosine similarity sim(of7, ") as

vfr .pin

(EAM AT [P

sim(v/",0!") = (2)

4.2.2 scene importance. Because foods change their appearance
drastically while cooking, the probability in object detection can



high probability
green onion : 0.96

low probability
green onion :

Z75MINITHE
in the frying pan)

(stir-fly a

Figure 5: Example of drop in detection probability.

easily drop down. An example is given in Figure 5. The frame cor-
responds to an Acinstruction of "R E % 7 1 /32 T (stir-fly
a green onion in the frying pan)". When cut green onions are in
the pan, the detection probability drops precipitously. In contrast,
if they are in a typical state (e.g. before cut or in the package), the
probability becomes quite stable. This can be an unwanted bias in
the similarity calculation. To compensate this bias, we focus on
changes in visual appearance of objects. When they are involved
to a process, their appearance in a key frame will change from that
in the previous key frame. This reduces the chance of selection by
objects in typical state and increases that by objects with unstable
appearance.

Let z] bea feature extracted from the region of object o detected
in a key frame t;. Let also 3 be the frame in which o was lastly de-
tected before the frame t;. The scene importance siy, is calculated
as an average of the Euclidean difference ||zf - 2 || among all
object detected at the frame.

) 1 127, = 27 l2
siy = 0,1 Z — ®3)
11 0e0y,
where Z is a normalizing factor given as the maximum value of
||z;’1 - z?2||z among all the pairs #; and fz in the video and over
all the objects. Using the scene importance si;, we calculate the

matching score for the Viterbi algorithm simply as

score = siy + sim(v/", v'™) 4)

4.3 Alignment using the Viterbi Algorithm

We find the best alignment between key frames and Ac instruc-
tions based on the matching score described above. Assuming that
the text and the video are aligned monotonically (i.e. no reorder-
ing), the Viterbi algorithm, one of the dynamic programming (DP)
algorithm, allows us to find the matching of the highest score be-
tween Ac instructions and key frames as the path from the top left
to the bottom right at the speed linear to the input lengths.

Let i be the index of Ac instructions, and j be the index of key
frames. table means the DP table, and table[i][j] shows the simi-
larity of a combination of i-th Ac instruction and j-th key frame.

The following is the recurrence formula to fill each cell in the DP
table.

0 (i=0Vj=0)
table[i — 1][j — 1] + score,
max 4§ table[i— 1][/],
table[i][j — 1]

table[i][j] =

(otherwise)

5 EVALUATION

We produce a recipe with pictures given a recipe text and its exe-
cution video. In our experiment, we conducted the following three
methods:

(a) cos (baseline 1)
(b) cos+Viterbi (baseline 2)
(c) cos+Viterbi+scene

In (a), based on the feature vectors, we calculate the cosine similar-
ity between each Acinstruction and every key frame, and select the
frame with the highest similarity for the instruction. In (b), we cal-
culate the cosine similarity and regard this as the matching score.
Based on this score, we obtain alignment using the Viterbi algo-
rithm. In (c), we add the scene importance to the cosine similarity
and regard this as the matching score. Similar to (b), based on this
score, we obtain the best alignment using the Viterbi algorithm.

To compare the performance of above three methods, we pre-
pared the ground truth based on manual frame selections for each
Acinstruction by two annotators. The two annotators selected frames
which can be suitable to an Ac instruction based on the following
rules:

o Select frames suitable for Ac instruction among key frames.

e Select frames in which the action happens at the center.

e They may select multiple frames. They may also select no
frame if there are no suitable one.

We calculate the recall, precision, and F-measure as a measure
of alignment evaluation, and compare our method with baseline
as well as with manual results. Let §, be the index of the frame
selected for the n-th Ac instruction by the proposed method, and
Y} be the ordered set of the indices of frames selected by i-th hu-
man annotator for n-th Ac instruction. The recall, precision, and
F-measure are calculated as

N . i
1 . 1(gn €Y,
recall = - M )
2 i={1,2} 2= L(Yn| > 0)
N ~ i
1 ey,
precision = 1 E M ©)

2 i={1,2} Sy L(gn > 0)

2recall - precision
F-measure = —7M——— (7)
recall + precision
where 1 is the indicator function, N is the number of Ac instruc-

tions, and §j, = 0 when the method selects no frame.

5.1 Annotation Results

In our experiments, we used 12 videos in KUSK Dataset [6]. Table
2 shows the annotation results. In this table, using the notations
described above, the "AND" and "OR" are counted as follow:



Table 2: Manual annotation results.

Annotator 1 | Annotator 2 | AND | OR
# of Ac instructions w/ frames 130 125 112 | 143
# of Acinstruction w/o frames 68 73 86 | 55
total 198

Table 3: Evaluation results.

Method Recall | Precision | F-measure
cos 0.046 0.059 0.052
cos+Viterbi 0.099 0.134 0.114
cos+Viterbi+scene | 0.135 0.176 0.153
manual 0.749 0.872 0.805

N

AND = Zn(|y,1ny,3|>o) (8)
n=1
N

OR = Zn(|y,1uy,§|>o) )

3
Il
—_

When calculating the recall, precision, and F-measure, we only
consider the match of Acinstructions with frames by the proposed
method and the annotators. From "OR" results, It amounts for 72%
(=143/198) that there are Ac instructions with frames in all anno-
tated Acinstructions. Note that most of the Acinstructions without
frames are auxiliary (for example, indisputable instructions such as
"K % IE® (turn off the heat)", or options such as "Zfli % AT
HEMR L \WTT & (it is also delicious if you add rice)". This find-
ing indicates that it is possible to evaluate the proposed method
comparing the annotation results as the ground truth data.

5.2 Implementation Details

We fine-tuned the Faster R-CNN using the KUSK Object Dataset
[5], which gives annotation of bounding boxes and object names in
videos of the dataset. For the scene importance score calculation,
we used ResNet-50 [7] as a pre-trained neural network.

5.3 Results

Table 3 shows the recall, precision, and F-measure of the methods.
To evaluate a variation in manual alignments done by different
annotators, their intersection is hired as the metric. Further detail
of the recall and precision scores for each video-recipe pair are
given in Figures 6 and 7, respectively. It consists of 12 videos and
recipes, which is used in our experiment. From this result, we can
see that the method considering the scene importance outperforms
other automatic methods. We show that it is effective to calculate
the scene importance.

In our experiment, we allow annotators to choose attach multi-
ple frames or no frame to each Ac instructions. To clarify the re-
lation between accuracy and the number of attached frames, we
measure the change of accuracy in increment of the number of at-
tached frames to each Ac instruction in Figure 8.

Note that there is the small number of attached frames to each
Acinstruction, so the graph is not smooth. We set the max number
to 15 because the graph changes as the same way when the number
of attached frame is more than 8.

Recall

Comparison of methods
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recipe ID

cos+viterbi+scene @manual

Figure 6: Detailed comparison in recall.
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Figure 7: Detailed comparison in precision.

Relation between Accuracy and the number of attached frame
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Figure 8: Variation in accuracy against the number of at-
tached frames.

6 DISCUSSION

In this section, we give a more detailed discussion for comparing
the results with the manual selections and clarify pros and cons of
our methods qualitatively.



cos+viterbi+scene
(manual)

cos cos+viterbi

FAF). AZ(F). E=v 2 (F)Z#H#UATID (AC)ICT S,
( Chop(Ac) an onion(F), carrot(F), and green pepper(F).)

Figure 9: Example of influence of considering the scene im-
portance.

6.1 Variation in Accuracy against the Number
of Manually Selected Frames

In the manual selection, annotators were allowed to select several
frames for each Ac instruction. In other words, the difficulty of
frame selection is different depending on the number of manually
selected frames; the more frames are selected, the more the method
can output one of them by chance. Figure 8 plots the difference in
accuracy against the number of manually selected frames. If the
method selected frames randomly, we would find a tendency of
increasing accuracy along to the number of frames. We see such a
tendency in the results of cos and cos+Viterbi. In contrast, the re-
sults of cos+Viterbi+scene achieve higher accuracy even at smaller
numbers of manually selected frames. This indicates that the method
cos+Viterbi+scene selects frames more accurately than the two
baselines.

6.2 Impact of Scene Importance

Table 3 shows an improvement in performance by introducing both
the Viterbi algorithm and the scene importance quantitatively. Hence,
we can safely say that it is effective to use these ideas in this task.

In cooking, foods often change their appearance by being cut
(or processed in various ways). Hence, it is difficult even with re-
cent object detection method like the Faster R-CNN to detect them
stably. In such cases, the object detector can give a low detection
probability to processed foods. In other words, a naive method,
such as the baselines, may select frames with unprocessed food
more than processed one. The scene importance has an effect to
correct for the influence of such low detection probability at pro-
cessed foods.

Figure 9 shows an example of the error correction. Only the
method of cos+Viterbi+scene could select the correct frame, while
the other two baselines could not. In this case, any of selected
frames contain onions, green pepper, and carrots; however only

non-processed foods are in the frames selected by cos and cos+Viterbi,

while cos+Viterbi+scene selected one with processed foods.

manual

cos+viterbi

FERF)ZZESR(Ac)(T)
( cover(Ac) with flour(F) )

Figure 10: Example of mistake of the Faster R-CNN. Note
that we convert the Ac instruction into end-form using the
subsequent Ac instruction.

manual

(Ceh=(FRBRRZO)E, BHBKRESITTI(AC)(B)
( (Peel a Potato(F), ) and cut(Ac) it into bite size pieces )

Figure 11: Example of omission in a recipe. Note that we con-
vert the Ac instruction into end-form using the subsequent
Acinstruction.

6.3 Limitation of the Method

From Table 3, one can say that there is still a large gap between au-
tomatic and manual frame selection. One considerable cause of the
gap is the sparseness of vectors that the proposed method uses for
suitability calculation. Because we calculate the vector from two
different sources, videos and texts, we can see two typical failures
from them.

Figure 10 shows a typical mistake caused in object detection.
Flour changes their appearance drastically when it comes out from
the pack. Hence, such foods can be easily missed by the detector,
and flour does not appear in the vector that represents the frame.
To overcome this problem, first, we should have a larger dataset
than KUSK Object Dataset [5], which is used to fine-tune the Faster
R-CNN. Second, we should get a dense feature space that repre-
sents not only independent objects, but their relationship together



(e.g. something powder on chicken). Such a feature space does not
necessarily detect the exact object name, but would match a frame
to instruction under the context given by the Viterbi algorithm.

The second typical case is caused in extracting the vector rep-
resentation from text. In the case shown in Figure 11, the word "
U % A3F/F" ("potato/F") highlighted in yellow, is included in the
preceding Ac instruction, but not in the target Ac instruction of
"cut (Ac)". The proposed method yet does not take such omissions
and zero anaphora into account. In [10], they analyzed recipes and
found that there are a lot of omissions and zero anaphora in recipes
because the preceding objects are used in the following steps and
we do not need to write it. There are many approaches to tackle
this problems [10]. In our task, it would be effective to use the flow
graph [8]. It gives a relationship of an Ac instruction and its pre-
ceding Ac instructions. Hence, using flow graph, we would be able
to complement all objects involved to the target instruction. This
is also reserved as future work.

7 CONCLUSION

In this paper, we proposed a problem of selecting frame from its
execution video for each instruction to produce a recipe with pic-
tures. We assumed that a frame is suitable to an Ac instruction
when key objects appearing in the frame and instruction are com-
mon. Under this assumption, using named entity recognizer for
text, and object detection for video, we convert them into feature
vectors which represent appearance of objects. Then, the method
selects a suitable frame for each instruction based on the cosine
similarity of those feature vectors and the Viterbi algorithm.

In addition to it, to obtain a more sophisticated result, we pro-
posed the scene importance; an amount of changes in the appear-
ance of key objects from previous scenes. By adding this score to
the cosine similarity, the ablation study confirmed that the method
successfully improve the accuracy against the cases without the
scene importance.

However, there still exists a large gap between manual and au-
tomatic frame selection. The gap would be derived from poor ob-
ject detection and named entity recognition, or omissions and zero
anaphora in an Ac instruction. One future direction is a use of verb
information. Currently, verbs can be extracted from text using the
current preprocessing of named entity recognition, but not from
video. We will make use of action information in video via deep-
learning based approaches in order to involve information of verbs
into the similarity [17, 21, 23].
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