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Abstract

Statistical language modeling plays an important role in
a state-of-the-art speech recognizer. The most used lan-
guage model (LM) is word n-gram model, which is based
on the frequency of words and word sequences in a cor-
pus. In various Asian languages, however, words are
not delimited by whitespace, so we need to annotate sen-
tences with word boundary information to prepare a sta-
tistically reliable large corpus. In this paper, we propose a
method for building an LM directly from a raw corpus. In
this method, sentences in the raw corpus are regarded as
sentences annotated with stochastic word boundary infor-
mation. In the experiments, we compared the predictive
powers of an LM built only from a segmented coprus and
an LM built from the segmented corpus and a raw corpus.
The result showed that we succeeded in reducing the per-
plexity by 42.9% using a raw corpus by our method.

1. Introduction

All state-of-the-art speech recognizers [1] refer to an LM
to choose the most likely candidate in cooperation with an
acoustic model. The most important resource for stochas-
tic language modeling is a corpus in the application do-
main, so basically one uses a large number of sentences
and counts the frequencies of words and word sequences.
For languages, such as Japanese and Chinese, in which
the words are not delimited by whitespace, one first en-
counters a word identification problem. The best we
can do is correct manually the outputs of an automatic
word segmenter to prepare a segmented corpus in the
application domain. The only robust and reliable word
segmenter in the domain is, however, a word segmenter
based on the lexical statistics on a segmented corpus in
the domain.

Nowadays, it is easy to gather machine-readable sen-
tences in various domains because of the ease of publi-
cation and access via the Web. In addition, traditional
machine-readable form of medical reports or court re-
ports are also available. When we need to develop an
NLP system in many domains, there is a huge corpus
without word boundary information.

In this paper, aiming at an application of a speech rec-
ognizer to a special domain, we propose a method for es-

timating word n-gram probabilities in a raw corpus in a
realistic computation time and show that an inexpensive
raw corpus in the target domain is useful as a source of
word n-gram information. In the experiments, we com-
pare the perplexities of mainly three models: 1) a word
bi-gram model built from a segmented corpus, 2) a word
bi-gram model built from the same segmented corpus in-
terpolated with a word bi-gram model estimated from
a raw corpus without word boundary information, 3) a
word bi-gram model built from the same segmented cor-
pus interpolated with a word bi-gram model built from
the raw corpus segmented automatically by a word seg-
menter. As a result, the second model outperformed the
others completely in perplexity (more than 40% reduc-
tion). We compare a word bi-gram model and a word
uni-gram model estimated from the raw corpus. The use
of word bi-gram model reduced the perplexity by 25%.
We also show an experimental result about an influence
of the raw corpus domain. We needed more than six times
larger raw corpus in a different domain to achieve the per-
plexity reduction realized by a raw corpus in the same
domain as the test corpus.

2. Language Model

The role of a language model (LM) is to measure the
likelihood of a sequence of letters as a sentence in the
language. A speech recognizer refers to an LM, as well
as to an acoustic model, to choose the most likely word
sequence.

2.1. Stochastic Language Model

The most famous LM is the word-based n-gram model.
In this model, a sentence is regarded as a word sequence
w{t (= wyws - - wp) and words are predicted from left
to right!:
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where w; (¢ < 0) and w1 is a special symbol called
a BT (boundary token). Since it is impossible to define

'Throughout this paper letters in bold face denote a sequence.



the complete vocabulary, we prepare a special token UW
for unknown words and an unknown word spelling x ’1" is
predicted by the following character-based n-gram model
after UW is predicted by M, ,,:

R +1
My n ?171 H P( -771|a7z n+1)

where z;,7 < 0 and x4 is a special symbol BT. Thus
when w; is out of the vocabulary WV,

(wz|w§ 1&1) My p(wi) P (leuﬁ :z+1)

3. Word N-gram Probability Estimation
From A Raw Corpus

In this section, we propose a mathematically sound
method of calculating word n-gram probabilities on a raw
corpus for languages in which the words are not delimited
by whitespace. This method is based on the probability
that a word boundary exists at each point between char-
acters in an unsegmented corpus.

3.1. Word Boundary Probability

Given a relatively small segmented corpus CJ, first we
estimate the probability P; that a word boundary exists
between two characters x; and z;41. Since the size of
the segmented corpus may be small and the number of
characters in Japanese is large (approximately 6,000), we
introduce seven character classes for separator characters,
Chinese characters (Kanji), symbols, arabic digits, Hira-
ganaz, Katakana, and Latin characters (including Cyrilic
and Greek characters). The word boundary probability
between each two characters is estimated from the seg-
mented corpus by the maximum likelihood estimation
method as follows:

fs(c(:),BT, c(wit1))
fs(e(@i), BT, c(@iy1) + fs(c(zi), c(@ir1))’
where ¢(x) is the character class which x belongs to, BT
is a word boundary token in the segmented corpus, and
fs(x) is the frequency of the string x in the segmented
corpus.

P =

3.2. Stochastically Segmented Corpus

We regard the unsegmented raw corpus C',. (hereafter re-
ferred to as the character sequence x{'") as a stochasti-
cally segmented corpus where each point between char-
acters x; and x;4; is a word boundary with the probabil-
ity P;. Then the expectation of the occurrence of words
in the raw corpus C' is as follows:

ny—1
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2Hiragana are used to indicate grammatical function and for some
certain Japanese words

3.3. Word Uni-gram Probability

A character sequence wii’f in the raw corpus is a word
w = wzi'f if and only if the following three conditions

are met:

1. there is a word boundary before the leftmost char-
acter x;41, thatis X; = 1,

2. there is no word boundary inside the sequence, that
is X;y;=0,wherel <j<k-—1,

3. there is a word boundary after the rightmost char-
acter x4, thatis X; p = 1.

Thus, the stochastic frequency f, for a word w in the
raw corpus is defined by the summation of the stochastic
frequency at each occurrence of the character sequence
of the word w over all the occurrences in the raw corpus
O1 = {i|zt} = w} as follows:

Z P Pl_[l 1- HJ)} Piyr. (1)
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It can be shown that f, is the expectation of the occur-
rence of w in the raw corpus. Then the word uni-gram
probability is

fr(w)

PT(w) N fr() '

Due to space limitations, we omit the proof for the well-
definedness of P,.

3.4. Word N-gram Probability

Similarly, the word n-gram probability in the raw corpus
can be defined. Since the notation is too complecated, we
show only the case of bi-gram as follows:

Py(wauwr) = % @)
where
k-1
frwws) = Y | B | T[(1 = Piyy) | Pigs
1€02 Jj=1
-1
X H(l_Pi+k+j) Py ) 3)
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O = {i| il = wi Az} = ws}.

Due to space limitations, we omit the proof for the well-
definedness of P,.

As we can see from Equations (1) (2) (3), word bi-
gram probability in the raw corpus P, (ws|w;) is esti-
mated by only consulting the preceding character and fol-
lowing character at each occurence of w;w, and w, as a
character sequence in the raw corpus. This process is ex-
ecuted efficiently by using a suffix array [2].



Table 1: Segmented Corpus.

#sentences | #words | #chars
learning 4,117 | 87,383 | 152,802
test 323 4,624 7,897

3.5. Interpolation with a Word /N-gram Model Built
from a Segmented Corpus

Word-based n-gram probability estimated from a raw
corpus may not be as accurate as an LM estimated from
a corpus segmented appropriately by hand. Thus we use
the following interpolation technique:

P(wi|Hi) = AsPs(wi|Hi) + ArPr(wi|Hi)7

where H; is history before w;, P is the probability esti-
mated from a segmented corpus C's, and P, is the proba-
bility estimated by our method from a raw corpus C.. Ag
and )\, are interpolation coefficients which are estimated
by the deleted interpolation method [3]. From this formu-
lation, we can say that our model can use frequency in-
formation and context information of a word which never
appears in the segmented corpus. This advantage is em-
phasized more when this method is used with a subword
model [4] to recognize unknown words.

4. Evaluation

As an evaluation of the language model estimation from
a raw corpus, we built various LMs and calculated their
test set perplexities.

4.1. Corpora

Aiming at an application of a speech recognizer to an
interview transcription task, we gathered interview tran-
scriptions and segmented 4,440 sentences correctly by
hand. These sentences are divided into ten parts, and the
parameters of the model, including the word boundary
probability, were estimated from nine of them (learning)
and the model was tested on the remaining one (test). Ta-
ble 1 shows the sizes of the segmented corpora. The raw
corpora used in our experiments are a set of interview
transcriptions and a set of articles of Mainichi newspa-
per in 1997. Table 2 shows the sizes of the raw corpora.
In Table 2 “newspaper (1)” is a subset of the one year
newspaper corpus “newspaper (2)” and contains approx-
imately the same number of characters as “interview.”

4.2. Criterion

The criterion we used for LMs is word-based test set per-
plexity PP. First we calculate the entropy H for all
words in the test corpus C including unknown words as

Table 2: Raw Corpus.

source #chars estimated #words
interview 8,800,306 5,032,637.9
newspaper (1) 8,800,418 5,032,702.0
newspaper (2) | 54,415,092 31,118,401.5

The estimated numbers of words are calculated by
assuming that the avarage word length is the same
as in the segmented learning corpus.

follows [5]:

1= —tog, T[ M)
wec:

Then word-based test set perplexity is calculated as fol-

lows:
PP — 2H/#W0rd

where #word stands for the number of words in the test
corpus.

4.3. Models

We built six models for various comparisons.

Model A: As a baseline model we build a word bi-gram
model from the segmented learning corpus.

Model B: A known method for using a raw corpus is to
segment its sentences by a word segmenter. Thus
we built a word segmenter based on the baseline
model and segmented sentences in the raw cor-
pus of interview transcriptions. Then we estimated
word bi-gram model from those automatically seg-
mented sentences and interpolated it with the base-
line model.

Model C: We estimated word bi-gram model from the
raw corpus in the same domain as the test corpus
and interpolated it with the baseline model.

The following three models are variations of Model C.
Model D: The word uni-gram version of Model C

Model E: With a raw corpus of the same size but in a
different domain

Model F: With a raw corpus in a different domain result-
ing a similar performance as Model C

4.4. Results and Discussion

Table 3 shows the perplexity of the models. From a com-
parison among Model A, B, and C, it can be concluded
that regarding a raw corpus as a stochastically segmented
corpus is a good way of using a raw corpus. Though the
accuracy of the word segmenter used for Model B is high



Table 3: Test Set Perplexity.

raw corpus method model PP
no - - 140.86
interview auto. seg. | bi-gram |141.71

interview  |stoch. seg. | bi-gram | 80.49
interview stoch. seg. |uni-gram |107.05
newspaper (1) |stoch. seg. | bi-gram | 95.69
newspaper (2) |stoch. seg. | bi-gram | 80.69

mmoaQw >

All models are interpolated with a word bi-gram
model built from the segemented corpus.

(96.37% on test corpus), Model B did not perform better
than Model A. The reason may be as follows. Since the
word segmenter tends to make mistakes around unknown
words, Model B fails to capture word n-gram information
containing unknown words.

From a comparison between Model C and D, one can
say that word bi-gram information extracted from a raw
coprus improves the baseline LM significantly. Accord-
ing to the result of Model E, the raw corpus in a different
domain from the target corpus is much less effective than
the raw corpus in the target domain. A comparison with
the result of Model F tells us that about 6.2 times larger
newspaper corpus was needed to yield the same reduction
in perplexity as the raw corpus in the target domain.

In order to clarify the influence of the size of the raw
corpus, we calculated the perplexity of Model C changing
the size of the raw corpus (1/1, 1/4, 1/16). Figure 1 shows
the result. In this graph the perplexity is still strongly
decreasing even at the rightmost point. Thus it is worth
gathering raw sentences to prepare a far larger corpus.

In many domains, a huge raw corpus is available al-
most freely. Thus it is a good strategy to gather as many
sentences as possible in the target domain and use a word
n-gram model estimated from them by our method when
one want to have a good speech recognizer in a new do-
main in many Asian languages as well.

5. Conclusion

In this paper, aiming at an application of a speech rec-
ognizer to a special domain, we proposed a method for
estimating word n-gram probability from a raw corpus in
languages, such as Japanese and Chinese, in which the
words are not delimited by whitespace. We built various
language models and checked out the efficiency of the use
of a raw corpus. From the experimental results we con-
clude that it is a good strategy for language modeling in
Japanese to gather as many sentences as possible in the
target domain and use a word n-gram model estimated
from them using the method we proposed in this paper.
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Figure 1: Relation between raw corpus size and perplex-
ity.
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