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Abstract
Building a stochastic language model (LM) for speech recog-
nition requires a large corpus of target tasks. For some tasks
no enough large corpus is available and this is an obstacle to
achieving high recognition accuracy. In this paper, we propose a
method for building an LM with a higher prediction power using
large corpora from different tasks rather than an LM estimated
from a small corpus for a specific target task. In our experiment,
we used transcriptions of air university lectures and articles from
Nikkei newspaper and compared an existing interpolation-based
method and our new method. The results show that our new
method reduces perplexity by 9.71%.

1. Introduction
A stochastic language model (LM) used in speech recognition
systems, etc., requires a large set of sentences in the target task
field. In many real applications, however, there is no sufficiently
large corpus for a practical LM. This causes a decrease in recog-
nition accuracy.

As a solution to this problem, the use of interpolation has
been proposed [1, 2, 3]. In this approach, a language model
built from a small set of sentences in a target task field (a task
corpus) is interpolated with a language model built from a large
set of sentences in general fields (a general corpus), such as
newspapers, journals, and so forth.

A serious weak point of this method is that the interpolated
model is not able to refer to the contexts in the task field for
words belonging to the task field which do not by chance appear
in the available small task corpus. In this paper, we propose a
method which enables the model to predict many words in the
task field appearing only in the general corpus by refering to the
contexts of similar words in the task field. This is realized by a
word clustering which assigns words in the general corpus to a
class represented by a similar word appearing in the task corpus.

In the experimental evaluation, we compared the prediction
power of our new method with that of a method based on inter-
polation. We used a set of transcriptions of broadcast lectures as
a task field corpus and a set of newspaper articles as a general
field corpus. As a result of experiments, the perplexity of the
model based on our method is approxmately 10% lower than
the interpolation-based approach. This shows that our method
is efficient for the task adaptation problem.

2. Language Model
The task adaptation method we propose in this paper is applica-
ble to all language models which regard a sentence as a sequence
of certain units. In this paper, we explain an application of our
method to a word-based n-gram model and show some experi-
mental results.
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Word n-gram Model

rd n-gram model regards a sentence as a sequence of words
w1w2 · · ·wh) and predicts each word from the beginning
end referring to the last k = n−1 words. For a simplicity,
sume that there are sufficiently large number of boundary
s (BT) before the first word and that there is a boundary
indicating the sentence boundary. Since it is hard to enu-
e all words, the model has to be able to handle unknown
s. To solve this problem, the model has a special token
known words (UW) and each word outside of the known
ulary set is predicted from this token by using an unknown
model, which we explain below.
he probability of a sentence w1w2 · · ·wh given by a word
m model Mw is represented by the following formula.

w(w1w2 · · ·wh)

=

h+1∏
i=1

Pw(wi|wi−k · · ·wi−2wi−1),

w(wi|wi−k · · ·wi−2wi−1)

=

{
P (wi|wi−k · · ·wi−2wi−1) if wi ∈ Wk

P (UW|wi−k · · ·wi−2wi−1)Mx(wi)
if wi �∈ Wk ,

Wk represents the vocabulary set and Mx represents an
wn word model which regards an unknown word as a se-
e of characters and predicts them from the beginning to
d as follows:

x(x1x2 · · ·xh) =

h+1∏
i=1

Px(xi|xi−k · · ·xi−2xi−1)

Interpolation

neral, the parameters are estimated based on maximum
hood estimation. This method, however, suffers from an
uracy of estimation when the frequency is too low. To cope
his problem, an interpolation technique is used [4]. In this
d, the n-gram model is mixed with more reliable n-gram

ls of low n as follows:

P (wi|wi−kwi−k+1 · · ·wi−1)

=

k∑
j=0

λjP (wi|wi−jwi−j+1 · · ·wi−1)

where 0 ≤ λj ≤ 1,

k∑
j=0

λj = 1.
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Figure 1: Interpolation-based task adaptation.

The interpolation coefficients λ are estimated by the deleted in-
terpolation method [4].

3. Task Adaptation
In this section, we propose a task adaptation method which in-
creases the predictive power of a language model in a task field
for which a large corpus is not available. First we explain an ex-
isting interpolation-based method and how our clustering-based
method works for an application to a word n-gram model.

3.1. Task Adaptation based on interpolation

The most popular task adaptation method is based on the interpo-
lation technique. Using this method a language model estimated
from a general corpus is adapted to a task field by interpolating
with a language model estimated from a task corpus. For mod-
els which regard a sentence as a sequence of words and which
predict words from the beginning to the end, the task adaptation
model Pa(wi|w1w2 · · ·wi−1) is represented as follows, where
Pt(wi|w1w2 · · ·wi−1) represents the model estimated from the
task corpus and Pb(wi|w1w2 · · ·wi−1) represents the model es-
timated from the general corpus (cf. Figure 1):

Pa(wi|w1w2 · · ·wi−1)

= λPt(wi|w1w2 · · ·wi−1)

+(1 − λ)Pb(wi|w1w2 · · ·wi−1), where 0 ≤ λ ≤ 1

The interpolation coefficients λ are estimated by the deleted in-
terpolation method maximizing the likelihood of the task corpus.

3.2. Task Adaptation based on word clustering

When only a small task field corpus is available, many common
words (uni-gram) and many common word sequences (n-gram,
n ≥ 2) belonging to the task field will not appear in the corpus.
Some of them may appear in the test corpus and cause a decrease
of the predictive power of an LM. The objective of task adapta-
tion is to reduce the number of these words and word sequences
to improve the predictive power. For predicting the words be-
longing to the task field but not appearing in an available task
field corpus the interpolation-based model cannot use the word
sequence information (n-gram, n ≥ 2) in the task field corpus.

The basic idea of our task adaptation method is that the
model should predict words appearing only in the general corpus
by referring to the context information for similar words in the
task field corpus. This is done in the following way (see Figure
2 and Figure 3):
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ure 2: Model built from the simple summation corpus.
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Figure 3: Clustering-based task adaptation.

Build a word bi-gram model from the summation of the
task field corpus and the general field corpus (Figure 2)

Regard the resulting model as a class bi-gram model (one
word corresponds to one class)

Cluster the words in the general corpus into a similar word
appearing in the task field corpus (if one exists)

When no similar word is found, the word in the general
corpus represents a class by itself

Count class uni-grams and bi-grams using the word-class
map acquired by the above clustering algorithm

Perform an interpolation among the class uni-gram and
the class bi-gram in the task corpus and the class uni-gram
and the class bi-gram in the general corpus

Calculate the word probabilities from each class (see be-
low)

he model built by the above method is a class bi-gram
l. Therefore the model is represented as a product of a
bility of class prediction from class sequence and a prob-
y of word prediction from the predicted class.

P (w) =

n∏
i=1

P (wi|ci)P (ci|ci−1)

, we explain how to calculate the two conditional proba-
s in the above formula.
s the following formula shows, the probability of word

ction from the predicted class is divided into two cases



depending on the number of words belonging to the class (one or
more than one). When the class contains more than one word, the
prediction is divided into two more cases: 1) predicting words
in the task corpus and 2) predicting words in the general corpus.
In the following formula, Wt denotes the vocabulary from the
task corpus, Ct the class set and α the probability that the words
in the task corpus are generated from the class.

P (wi|ci)

=




α if ci ∈ Ct, wi ∈ Wt

(1 − α) fb(wi)∑
w∈ci

fb(w)
if ci ∈ Ct, wi �∈ Wt

1 otherwise.

The value of 1−α in the formula is the summation of the prob-
abilities that the words in the general corpus are generated from
the class. And the summation is distributed to the words in pro-
portion with the frequency of the words in the general corpus.
The value of α is determined as follows:

α =

∑
ci∈Y ft(y(ci))∑

ci∈Y
∑

w∈ci
ft(w)

,

where Y ⊆ Ct represents the set of classes containing words in
the general corpus, y(c) the word in the task corpus of the class
c, and ft the frequency in the task corpus 1.

The probability of class prediction from the class sequence
is defined as the interpolation of the class uni-gram model, the
class bi-gram model in the task corpus, the class uni-gram model,
and the class bi-gram model in the general corpus as follows:

P (ci|ci−1)

=

{
λ1Pt(ci)+λ2Ps(ci)+λ3Pt(ci|ci−1)+λ4Ps(ci|ci−1)

if ft(ci−1) > 0
λ5Pt(ci)+λ6Ps(ci)+λ7Ps(ci|ci−1) otherwise

In this formula Pt is the probability estimated from the task cor-
pus and Ps is the probability estimated from the general corpus
and the task corpus.

3.3. Word Clustering For Task Adaptation

As already described, the central idea of our method is that the
model can refer to the context information for similar words
in the task corpus as the context information for words in the
general corpus. To implement this idea, we use a word clustering
in which the words in the task corpus are cluster centers and the
words appearing only in the general corpus are merged into a
cluster center word having similar behavior. The best class is
searched for by using an existing word clustering method [5, 6,
7, 8].

In the experiments, we used a bottom up clustering method
with the cross entropy as the similarity measure [7]. In this
method the algorithm calculates the effects of all possible merges
of a word into classes in the descending order of frequency of the
target words. The effectiveness is measured by the cross entropy
on the summation of the general corpus and the task corpus. The
word is merged into the class causing the largest decrease of the
cross entropy. If all of the possible merges increase the cross
entropy, the word is not merged and represents a class.

1ft(w) ≥ 1 for some words in the general corpus.
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Table 1: Corpus.

#sentences #words #chars
learning 7,677 218,628 336,726

test 853 24,268 37,552

4. Evaluation
onducted experiments in order to compare the language
l adaptation method explained in section 3 and some other
ng methods. In this section, we describe the conditions and
sults of the experiments and evaluate our new method.

Conditions

ed a set of transcriptions of broadcast lectures in Japanese
ask field corpus and a set of newspaper articles (Nikkei
omic Newspaper) as a general field corpus. The task field
s was divided into 10 parts, one for testing and nine for
eter estimation. The general field corpus was divided into
arts for parameter estimation. Nine parts of each training
s are added to make nine simple summation corpora. We
he set of these corpora a simple summation corpus. The
ulary of the models in the experiments is the set of words
ring in more than one part.

Detail of the models

experiments we compared the predictive powers of the bi-
models estimated by the following task adaptation meth-

simple frequency summation

A word-based bi-gram model estimated from
the simple summation corpus (see Figure 2 )

interpolation-based task adaptation (an existing method,
see Figure 1)

An interpolation of a word-based bi-gram
model estimated from the task field corpus
and a word-based bi-gram model estimated
from the general field corpus.

clustering-based task adaptation (our method, see Figure
3)

A class-based bi-gram model built from a
word-based bi-gram estimated from the sim-
ple summation corpus by moving the words
in the general corpus 2 to appropriate classes
represented by a word in the task field corpus.

sk adaptation models have the same unknown word model
simple summation model. Since the models have the same
ulary, the contributions of the unknown word models to the

py is constant.

Evaluation

er to evaluate the predictive power of the models, we calcu-
character-based entropy and word-based perplexity of the
rpus extracted from task field corpus (Table 2). As a result,

ords in the vocabulary appearing in less than two parts of the nine
eld corpora
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The perplexity (55.93) of zero word clustering is
the result of the interpolation of the uni-gram mod-
els and the bi-gram models of the both corpora at
the same time.

Figure 4: relationship between the number of clustering words
and predictive power.

the perplexity of the model estimated by the interpolation-based
task adaptation method is lower than that of the model estimated
from the simple summation corpus. This result confirms the
known fact that the interpolation-based task adaptation method
improves on the predictive power of the simple model. The per-
plexity of the model estimated by the clustering-based task adap-
tation method is 9.74% lower than that of the model estimated
by the interpolation-based task adaptation method. This shows
that our method is superior to the interpolation-based method.

In the above experiments, we clustered 3,779 words appear-
ing more than four times in the descending order of their fre-
quency. We calculated the perplexities, changing the number of
words to be clustered (Figure 4). The result shows that the effect
of the clustering weakens along with the decrease of frequency,
and the clustering has a negative effect around the 4,000th word.
This result concurs with the general consensus that the cluster-
ing of low frequency words is inaccurate. Another reason is that
we have to use the cross entropy on the general corpus as the
clustering criterion, instead of that on the task corpus.

5. Conclusion

In this paper we have presented a new method for adapting a
language model to a task for which a large corpus is not available.
With our method a language model is able to refer to the context
information of words appearing only in a general corpus. This
is done by clustering general corpus words and merging them
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ask corpus words. The experimental results show that our
d is superior to the interpolation-based method.
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Table 2: Predictive powers of the models (character-based entropy).

adaptation method word
prediction

character prediction
of unknown words summation word-based

perplexity
simple summation 3.865 0.511 4.376 87.11

interpolation 3.492 0.511 4.003 59.52
word clustering 3.391 0.511 3.902 53.72
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