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Abstract

In this paper we present an extention of a context

tree for a structured language model (SLM), which

we call an arbori-context tree. The state-of-the-art

SLM predicts the next word from a �xed partial tree

of the history tree, such as two exposed heads, etc.

An arbori-context tree allows us to select an opti-

mum partial tree of a history tree for the next word

prediction depending on the e�ectiveness in the sim-

ilar way that a context tree selects the length of the

history (n of n-gram). The experiment we conducted

showed that the test set perplexity of the SLM based

on an arbori-context tree (79.98) was lower than that

of the SLM with a �xed history (101.56).

1. Introduction

In recent years, some structured language models

(SLM) are proposed for purposes of spoken language

understanding. In these models, words are predicted

from left to right like in an n-gram model, but a

sentence is not a simple word sequence but a tree

whose leaves are labeled with a word. Thus the his-

tory referred for the prediction of the next word is

not a word sequence but partial parse trees covering

the preceding words. In a model for English [1], each

word is predicted from two right-most exposed heads

of the history tree. In a model for Japanese [2], each

word is predicted from the words depending on it

and the words depending on them. In both models

the shape, including the depth and the width, of the

history tree referred for next word prediction is al-

ways the same. There must be, however, some cases

in which a large history tree is more informative for

next word prediction and some other cases in which

a small history tree is more e�ective because it does

not su�er from a data-sparseness problem.

A variable memory length Markov model [3], rep-

resented by a context tree, is a variant of an n-gram

model. In this model, the length of each n-gram

is increased selectively according to an estimate of

the resulting improvement in predictive quality. For

example, it may happen that in case that the pre-

vious word is \I," a variable memory length Markov

model does not distinguish the word before the pre-

vious word like a bi-gram model (n = 2), but if

the previous word is \of," the same variable memory

length Markov model uses the word before the previ-

ous word to help predict the next one like a tri-gram

model (n = 3). The word three word before can also

be checked out if it is considered to have some infor-

mation about the next word to be predicted. Thus a

variable memory length Markov model of the same

size as an n-gram model has higher predictive power

and it is smaller while achieving the same predic-

tive power as an n-gram model. A variable memory

length Markov model is a exible n-gram model on

a \linear history."

In this paper we present a exible model on a

\tree-structured history" for SLMs. As we mentioned

above, in SLMs, the history at each step of word pre-

diction is a sequence of partial parse trees. This can

be regarded as a tree by adding a virtual root hav-

ing the partial parse trees under it. This is called a

history tree. In our model, based on a data struc-

ture which we call an arbori-context tree, the partial

tree of the history tree referred for the next word

prediction is enlarged selectively in arbitrary direc-

tion according to an estimate of the resulting im-

provement in predictive power. The experiment we

conducted showed that the test set perplexity of the

SLM based on an arbori-context tree was much less

than the SLM based on two exposed heads.

2. Structure language model based on an

arbori-context tree

In this section, �rst we explain a dependency gram-

mar version of the SLM [1] and second we propose an

arbori-context tree: context tree for a history tree.

2.1. Structure language model

In an SLM, each word in a sentence is predicted not

only from the preceding word sequence but also from

the partial parse trees covering it. Thus, the proba-

bility of a sentence w = w1w2 � � �wn and a complete

parse tree T is calculated as follows:

P (w; T ) =

nY

i=1

P (wijti�1)P (tijwi; ti�1); (1)
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Figure 1: A partial parse tree.

where ti is the i-th partial parse tree sequence. Fig-

ure 1 shows a situation before the 9th word predic-

tion. In this �gure, for example, �rst the 9th word

is predicted from the 8th partial parse tree sequence

t8 = t8;3t8;2t8;1 and second the 9th partial parse tree

sequence t9 is predicted from the 9th word and the

8th partial parse tree sequence t8 to get ready for the

10th word prediction. The problem here is to classify

the condition part of the two conditional probability

in the formula (1) in order to avoid a data-sparseness

problem. In the paper presenting the SLM[1] the

next word is predicted from two right-most exposed

heads (for example w8 and w6 in Figure 1 as follows:

P (wijti�1) � P (wijroot(ti�1;2); root(ti�1;1));

where root(t) is a function returning the root word of

the tree t. A similar approximation is adopted to the

probability function for the structure prediction. It

is clear, however, that in some cases some child nodes

of the tree ti�1;2 or ti�1;1 is informative for the next

word prediction and in other cases even the distinc-

tion of an exposed head (root of the tree ti�1;1 or

ti�1;2) causes a data-sparseness problem because of

the limitation of the learning corpus size. Therefore

a more exible mechanism for history classi�cation

surely improves predictive power of the SLM.

2.2. Arbori-context tree

A variable memory length Markov model [3], an ex-

tension of n-gram model, is a exible model for a

linear history which selects the length of the history

depending on the context. This model is represented

by a tree whose nodes are labeled with a su�x of the

context. This data structure is called a context tree.

In this model, the length of each n-gram is increased

selectively according to an estimate of the resulting

improvement in predictive quality.

In SLMs explained above, the history is not a

word sequence but a sequence of partial parse trees.

This can be regarded as a single tree by adding a vir-

tual root node having the partial trees under it. This

is called a history tree. For example, Figure 2 shows

the history tree for the 9th word prediction in Figure

1. The exible mechanism for history tree classi�ca-

tion we introduce in this paper is based on a data
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Figure 2: A history tree.
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Figure 3: An arbori-context tree.

structure which we call an arbori-context tree. Each

node of an arbori-context tree is labeled with a sub-

tree of the history tree. The label of the root is the

null tree and if a node has child nodes, their labels

are the series of trees made by expanding a leaf of

the tree labeling the parent node. For example, each

child node of the root in Figure 3 is labeled with a

tree produced by adding the right most child to the

label of the root. Each node of an arbori-context

tree has a probability distribution P (xjt), where x

is an alphabet and t is the label of the node. For

example, let hak � � � a2a1ia0 represent a tree consist-

ing of the root labeled with a0 and k child nodes

labeled with ak; � � � ; a2; a1, the right most node at

the bottom of the arbori-context tree in Figure 3 has

a probability distribution of the alphabet x under

the condition that the history matches the partial

parse trees hhz?iaihbi. Putting it in another way, the
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Figure 4: The process of an arbori-context tree creation.

next word is predicted from the history having b as

the head of the right-most partial parse tree, a as

the head of the second right-most partial parse tree,

and z as the second right-most child of the second

right-most partial parse tree. For example, in Figure

2 the subtree consisting of w4, w6, and w8 is used

for the prediction of the 9th word w9 in Figure 1 if

a = w6, b = w8, and z = w4. Note that this is a

specialization of the prediction from the two right-

most exposed heads (w6 and w8). Thus in general, a

model based on an arbori-context tree includes the

model based on the two right-most exposed heads as

its special case.

2.3. Creation of an arbori-context tree

The creation of an arbori-context tree is done as fol-

lows. In the beginning the tree has only a single

node (root) labeled by the virtual node of the his-

tory tree. During the execution of the algorithm,

nodes are added to the tree recursively as shown in

Figure 4 according to the di�erence of the criterion

function: the perplexity on the held-out corpus. The

algorithm consists of two processes:

� select(leaf) which calculates the di�erence of

the criterion function of each possible expan-

sion of the given leaf and select the best way

to expand the leaf . For example, if the argu-

ment is the central leaf of the 4th tree in Figure

4, the possible expansions are the specialization

of the root of the second partial tree, the root of

Table 1: Corpus.

#sentences #words #chars

learning 7,677 218,628 336,726

test 853 24,268 37,552

the third partial tree, the �rst child of the �rst

partial tree, the second child of the �rst partial

tree, and the third child of the �rst partial tree

(where we suppose that the maximum length

of the history tree sequence is 3). In Figure 4

the best way is the expansion of the root of the

second partial tree.

� expand(leaf; select(leaf)) which try to expand

the leaf in the way given by select(leaf) for

all alphabet checking the criterion function and

calls select(leaf) recursively if some leaves are

created or returns if there is no new leaf.

3. Evaluation

In this section, we present the result of the exper-

iments we conducted and evaluate our new exible

mechanism for history tree classi�cation.

3.1. Conditions on the Experiments

The corpus used in our experiments consists of arti-

cles extracted from a �nancial newspaper in Japanese
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Table 2: Test set perplexity of each model.

language model word
prediction

structure
prediction

total
(product)

SLM based on an arbori-contex tree 62.34 1.28 79.98

SLM based on two exposed heads 79.17 1.28 101.56

word tri-gram model 74.93 | 74.93

(Nihon Keizai Shimbun). Each sentence in the arti-

cles is segmented into words and annotated with a

dependency structure by linguists at our site. The

corpus was divided into ten parts; the parameters

of the model were estimated from nine of them and

the model was tested on the rest. Table 1 shows the

corpus size.

To evaluate the predictive power of the SLM based

on an arbori-context tree in comparison with the

SLM based on two exposed heads, we constructed

these models using the same learning corpus and cal-

culated their perplexity on the same test corpus. In

this process, the annotated tree in the test corpus

is used as the structure of the sentences. Therefore

the probability of each sentence in the test corpus is

not the summation over all its possible derivations.

Note that the component for structure prediction of

the SLMs are common, thus the perplexity of this

part is constant. We also calculated the test set per-

plexity of a word tri-gram model estimated form the

same learning corpus. Unknown words are repre-

sented by part-of-speech symbols. Thus, the proba-

bility for their character generation is excluded.

3.2. Evaluation

Table 2 shows the test set perplexity of each model.

The test set perplexity of the SLM based on an arbori-

context tree is much less than that of the SLM based

on two exposed heads. The reduction ratio is 21.25%.

Since the components for structure prediction of the

SLMs are common, the reduction ratio of the total

test set perplexity is also 21.25%. This result attests

experimentally that using an arbori-context tree we

have succeeded in improvement of the SLM based on

two exposed heads. The idea of arbori-context tree is

so general that we can apply this exible mechanism

to the original SLM for English[1]. In comparison

with the word tri-gram model, the SLM based on an

arbori-context tree has much less test set perplexity

if we exclude the contribution of the structure pre-

diction component, and if we include it, the test set

perplexity of the SLM is slightly higher than that of

the word tri-gram model. This means that replacing

the LM (word tri-gram model) of a speech recognizer

by an SLM based on an arbori-context tree we can

obtain a speech recognizer which outputs a word se-

quence as well as its structure (parse tree) without

serious decrease in recognition accuracy. Therefore,

an arbori-context tree is able to be a base of an ef-

fective language model from the viewpoint of spoken

language understanding.

4. Conclusion

In this paper we have presented an arbori-context

tree, a context tree on tree-shaped history (history

tree). The state-of-the-art structured language mod-

els predict the next word from a �xed part of the

history tree, such as two right-most exposed heads

in [1] or the words depending on the next word and

the words depending on them [2]. The data structure

we have presented in this paper allows us to select a

partial tree of a history tree in order to better predict

the next word in a similar way that a context tree

selects the length of the history string (n in n-gram

model) depending on the e�ectiveness of the history.

The experiments we conducted showed that the

test set perplexity of the structured language model

based on an arbori-context tree (79.98) was lower

than that of the structured language model with a

�xed history (101.56). It follows that our new data-

structure improves a structure language model in

prediction power.
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